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TURBO PRODUCT CODES FOR AN ORTHOGONAL
MULTICARRIER DS-CDMA SYSTEM

Abstract. In this article it is suggested a class of prodiartes and its application to a multicarrier DS-

CDMA system. The iterative (turbo) decoding of tbiass is based on a very simple minimum distance
decoding of the component codes. Performance siiomlaesults for various coded systems are
compared with capacity calculations and revealaddoade-off between complexity and performance.

1. INTRODUCTION

It is somewhat a consensus that multicarrier systezspecially those combined
with the code-division multiple access technique, @otential candidates to be used
in fourth-generation wireless communication systelteerefore, it is of interest to
develop supporting techniques for them that willuatty turn this potential into
reality. Among these techniques, efficient and $mphannel coding/decoding
strategies represent one challenge.

In this context, this article describes a claskwafrate multidimensional product
codes and its iterative (turbo) decoding appliedht orthogonal multicarrier DS-
CDMA system suggested in [1] for multi-path Raytefgding channels.

The article is organized as follows: in Section h2 tmulticarrier system is
described and in Section 3 some results concethsnghannel capacity analysis for
this system are presented. Section 4 describeprtposed class of product codes
whereas Section 5 presents the iterative (turboddiag process. In Section 6, the
performance of the turbo product codes when appgliethe multicarrier CDMA
system is investigated. Finally, Section 7 is deddb the concluding remarks.

2. DESCRIPTION OF THE MC-DS-CDMA SYSTEM

In the system suggested in [1], transmitted dats drie serial-to-parallel converted
to M parallel branches. On each branch, each bit sategS times and the replicas
feed different block interleavers. Then, these figah bits are direct sequence
spread spectrum BPSK modulated and transmittedy usihogonal carries. Hence,
there are a total number MIS carriers and time-frequency diversity is achievid.
the receiver, the matched filter outputs of Shalentical-bit carriers are combined
prior to decoding. The system of [1] can be viewasl a combination or
generalization of theopy-typeand S/P-typeconfigurations described in [2]. The
main attributes of this system are: 1) the possgibiif overcoming the performance
of the conventional single-carrier CDMA system, &)dhe reduction of complexity
through the use of one matched filter per carriesiead of a RAKE receiver,
situation that is achieved if the number of cagigatisfies [1]
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MS=2L -2 Q)

wherel; is the number of resolvable propagation paths for a soagléer CDMA
system with the same total bandwidth as that of the MC-DBKEBystem. In [1] it
is further assumed a 50% of spectrum overlap of adjacent medialatl orthogonal
carriers.

3. CHANNEL CAPACITY ANALYSIS

In this article it is assumed that the receiver has perfect kngavlefithe channel
state information and that there is no transmit power adaptstiveme. It is further
assumed that the compatibility constraint of [5] is satistiealt is, the channel gains
are independent and identically distributed (i.i.d.) randonabkes, and the input
distribution that maximizes mutual information is the samegardless of the
channel state.

Let g[i] represent the channel state information at the discrete-tin@insand
assume that it is possible to generate by computer a suffiaiggt numbeiX of
values forg, based on a known probability distribution. Then, tharBlon capacity
of the fading channel with side information at tieeeiver onlygiven in [5], can be
estimated as follows

X
c:%z Blog, ( 1+ y ¢?[il) 2)
i=1

whereB is the channel bandwidth ands the average received signal-to-noise ratio
(SNR). The value oX is the one enough for convergence in (2).
For BPSK signalling on a fading channel, the capamin be estimated through

X o .
Capsk :%;L p( y|w[ﬂ)|092% dy 3)
where Ylil = gl VE, (4)
IV Y
p(Ylw[i]):\/%exp{ (yZ;/;[l]) } and (5)
—(v—1Ti1)2 _ 2

(6)

p(y)= -
8o

and whereE; is the BPSK symbol energy amd accounts for the variances of the
interference plus noise. For an AWGN changf] = 1. The results obtained
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through (2) and (3) demonstrate perfect agreen@nwith those obtained through
their analytical counterparts, showing the appliidgbof the method for both
unconstrained and constrained input alphabets.

The reverse link of the MC-DS-CDMA system for a rusé reference can be
interpreted, in one hand, as a seMgparallel channels with BPSK signalling. These
channels are defined from each of teserial-to-parallel converter outputs at the
transmitter to each of thd combiner’s outputs at the receiver. On the otlardh
this link can be interpreted as a setv$ parallel channels defined from each of the
MS modulator inputs at the transmitter to each ofNf&matched filters outputs at
the receiver. Then the channel capacity for théegyxan be estimated as the sum
of M or MS individual capacities [6], depending on the casden consideration.
This sum is possible if it is presumed independemoeng theM or MS channels, a
reasonable assumption when the bandwidth occupieghbh modulated carrier is
smaller than the coherence bandwidth of the channel

In this article we consider three situations foe tMC-DS-CDMA system
configuration: Equal Gain Combining (EGC), Maxinfahtio Combining (MRC)
and no combining. The first two situations are ripteted asVl parallel channels.
The last one is interpreted 84S parallel channels. It is worth noting that, even
when EGC combining is considered for capacity esion, the receiver has
knowledge of the channel state information.

If the sum of the interference at the receiver fripunodelled as Gaussian, the
capacity for each of th® or MS channels of the MC-DS-CDMA system can be
approximately estimated using (3). However, thaiadf \/E in this expression
should be substituted by [D]+/ P/ 2, whereP is the average transmitted power per
carrier andT is the BPSK symbol duration. Furthermore, Tab#hdws the values
for g[i] and for the variances of the interference plusaa@?, to be operated in (3),
according to each case taken into consideratior. iEne values of the average
signal-to-noise ratioy, in each situation are also given in Table I. lis table, the
value offi],, i = 1, 2, ..X, corresponds to theth value of the computer generated
Rayleigh random variable, i.i.d. for alland v, andJ, accounts for the interference
variances at the output of each matched filtethatreceiver side. In fact, the values
of J, are different for different combiner’'s outputs,[but if this difference is not
taken into account, the channel capacity resuitat significantly affected [6].

Figure 1 shows capacity results, in terms of spéatfficiency versus the
minimum average SNR per information bit for errmeef transmission on the
Rayleigh channel, foMS = 6 and variablé/ andS. For M channels with diversity,
the results shown are for MRC combining. The systaith EGC combining have
average capacities identical to those with MRC daing, although, for a given
SNR, the necessary transmitted power per carrigh ®WGC is grater than that
necessary for MRC combining. The length of the spreading code for a single-
carrier CDMA system taken for reference was madelktp 60, and the number of
resolvable pathk; for this single-carrier case was made equal ta this case (1) is
satisfied and the numbér of resolvable paths per carrier reduces to 1. mh#i-
path intensity profile was considered uniformlytdigited and the number of active
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users,K, was made equal to 10 (the capacity reduces, estimber of users
increases, as expected).

Table I. Values operated {8), (4), (5)and (6).

y ali] o2
nomes | oxe(Sa)] S fa.nr
mggaggrilsiner Z—:E[gﬁfj sz,ﬁ[i]f ofil (;VZ:JV + NZTJ
MS channels PN—-:E(,GZ) Al é:lJV . NZT
where [1]: J, = E—I-\II-:r +ﬁ :IZ;—T’;,LJQP]V and where: N = % N,

MS 1

r=2(K-I1N?, u=(K-1)N?and Q,, =
i mgl [m- p=(v-1) M]?
Zp+(v-1)M

No/2 is the received noise p.s.d. and)&$ the expectation operator.

It can be observed from Figure 1 that it is moreaathhigeous to explore the
maximum order of diversityM = 1 andS = 6) instead of exploring the maximum
parallelism of the data stream and that, as theroofl diversity,S, increases, the
channel capacity of the MC-DS-CDMA channel appraties the AWGN one. The
observation ofMS channels, without diversity, significantly reducie capacity,
especially for high information rates.

The results shown in Figure 1 indicate that it $tidre preferable to use a low-
rate outer code concatenated with the inner répetitf the MC-DS-CDMA system
in order to aim the best performance, since thadgpis increased with increasing
S and it is changed less than 1 dB for code raté®ab8.2. At the receiver, the
outputs of the combiners can be viewed as softtinfor the outer decoder.
Furthermore, the length of the spreading code peier, N, can be adjusted [6] to
compensate for the reduced coded symbols dur&jdrdue to coding of rat&.,
keeping unchanged the transmission bandwidth aed iformation data rate
relative to the uncoded system. In this case, hewethe channel capacity is
reduced, since the total variance of interferendbé decision variable is increased.

4. DESCRIPTION OF THE CLASS OF PRODUCT CODES

Let c; be a codeword of the binary repetition cdde= (n/2, 1,n/2) andc, be a
codeword of the binary single parity-check c@e= (n/2, n/2-1, 2). A codewora
of the non-systematic code= (n, k, dmin) = (0, /2, 4) can be expressed as [7]
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c=[0lc, 0 [Uc, (7)

where the suml is over GF(2) and the product [@1]is calculated by substituting a
O inc, by 00 and a 1 by 01. The same is done fordlhere now a 1 irt,
becomes 11. By using the same non-systematic €ode the component code in
each of theD dimensions, a product code of length rate (¥4 and minimum
distance 4 is obtained.
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Figure 1. Spectral efficiency for the MC-DS-CDMAtem, MS = 6, variable M and S.

A D-dimensional product code can be interpreted aial £oncatenation d
codes separated -1 row-column type block interleavers in which thenber of
columns isN; = n and the number of rows of the interleaver betwbencoded and
d+1 isN, = n®P ™ [6]. If this rule is accomplished, it is possitite verify [6] that
all then°™ n-element vectors oriented in the “direction” of eatimension of th@®-
dimensional hypercube of coded bits are codewords @f The key feature of this
component codeC is that it is possible to derive for it a very pim minimum
distance decoding algorithm: sgt= 0 (the all-zero codeword) and apply Wagner
decoding [3] for a single parity-check code of l#ng/2 over the binary alphabet
{00, 13. The decision i< . Then set; = 1 (the all-one codeword) and again apply
Wagner decoding for a parity-check code over tpaathef{ 01, 1¢. The decision is
¢’. Compare the Euclidean distances frénand ¢’ to the received codewondand
choose as the final decision the shortest one.
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5. TURBO DECODING ALGORITHM

In the initialisation phase of the iterative decagalgorithm, the channel likelihood
ratios for all received noisy symbols at the disstéme instant are estimated using
A(c | r, g[i]) = d[i]r, whereq]i] is the fading amplitude estimated according to
Table I, c is the transmitted codeword symbol ani$ the received channel value.
For notational simplicity, hereafter the index g[i] will be dropped.

The turbo-decoding algorithm is essentially the dtgih's one [4]. However,
instead of using Chase algorithm to decode thewontts in each dimension, the
Wagner algorithm is applied here. Figure 2 showslack diagram representing
operations for thg-th decoding step of the Pyndiah’s SISO algorithwvhere the
maximum value of, sayjmax IS the total number of iterations multiplied By The
vectorR represents ali® received noisy symbols angR represents the symbol-by-

symbol multiplication by the respective fading aitysles. The expression
“decoding in one dimension” in this figure meansatiingn®? nxn arrays of the
soft inputE(j) in the “direction” of one dimension. Decoding amagr consists of
decodingn rows (or n columns). Hence, “decoding in one dimension” irgpli
applying the SISO decoding algorithi™ times.

ol) | B(J)¢
E() Decoding
1) — in one —> 1 (+1)
dimension
R —» Delay |—> Q—F\’)
g

Figure 2. Turbo decoding structure for théhjdecoding step.

The variations of the parametgf) were chosen to follow a linear rule, and the
variations of the parametex(j) used to weight the extrinsic informatidg(j), were
chosen to follow a logarithmic rule [7]. The reli@ies of decisions,r,, were
always obtained through, = 3C,, where ¢, represents a symbol of the final
decisionc,.

6. SIMULATION RESULTS

Figure 3 presents some simulation results for theoded and coded MC-DS-
CDMA system forMS = 6, variableM andS N; = 60,L; = 4,K = 10, uniform multi-

path power delay profile and uncorrelated chanaeigyin time and frequency. The
number of iterations in the turbo decoding process made equal to 10. The
performance of the uncoded single-carrier systeth wifour-tap RAKE receiver is
also presented. It can be seen thaMor 1,S= 6 andM = 2,S = 3 the performance
of the multicarrier system overcomes the perforreaotthe single-carrier one. It
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also can be seen that the performance of the udceg#gem with MRC combining
overcomes the performance with the EGC combinite fThis is shown foM = 1
andS = 6. However, the use of MRC combining did nohfrperformance gains in
the case of the coded system, as compared to ¢thefuSsGC combining. It can be
further observed in Figure 3 that, for bit errotembelow 2x1d, infinite coding
gains can be obtained for all cases consideretisnfigure. The best performance
result is 5.8 dB away from capacity (approximatedy8 dB for code rate 1/8) = 1
andS= 6, according to Figure 1), for a bit error rafel0™.
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Figure 3. Uncoded and coded MC-DS-CDMA system=M%nd variable M and S.

For the coded system, it is possible to modify ldreyth of the spreading code
for each carrier in such way that the informatiater and the total occupied
bandwidth are kept unchanged, as compared to tbeded system. This situation
was investigated in [6] and demonstrated a decliegserformance less than 0.5 dB
for all the cases considered in Figure 3. Althotlijk is an attractive solution, the
channel capacity is reduced, since the variandbeofotal interference is increased.
However, in this case, the gap between performandecapacity decreases.

Another situation investigated in [6] was the madifion of the channel
parameters in such a way that the performance efutitoded system becomes
better than those showed in Figure 3. It was \etifihat, in this situation, the
performance of the coded system is roughly the sas@ the cases reported in
Figure 3. This verification indicates that greateding gains can be achieved if the
channel becomes worse.
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7. CONCLUDING REMARKS

This work described a class of low rate multidimenal product codes and its
iterative (turbo) decoding applied to the orthodanalticarrier DS-CDMA system
suggested in [1] for multi-path fading channelse Key feature of this class is that
the component code can be decoded through a verglesiminimum-distance
algorithm based on applying the Wagner rule [3]e Thrbo decoding algorithm
used a simplified form of Pyndiah’'s SISO decodintyoethm [4]. Some
performance results for this class of codes onMii&DS-CDMA system of [1]
were reported here, unveiling a good trade-off ketw performance and
complexity. It was verified that the best choicer fthe system parameters
corresponds to the use of the maximum allowablguieacy diversity, like the one
attained by theopy-typeconfiguration [2], instead of the maximum paradel of
the data stream, as is the case forShetypeconfiguration (OFDM-CDMA) [2]. It
was also pointed out that, for the coded systeweralow decrease in performance
is observed if the length of the spreading codechianged in order to keep
unchanged the information rate and the occupiediigth, as compared to the
uncoded system.
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