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Abstract—Trends on research aiming microwave photonic 

filters (MPF) which comprises an electrooptic modulator and 
polarization-maintaining fiber (PMF) delay lines are addressed. 
MPF configuration in which light from a Mach-Zehnder 
modulator (MZM) feeds a PMF is modeled, bearing in mind 
that the time delay difference between the two orthogonal modes 
of the fiber gives rise to the filter unit time delay. A proof of 
principle MPF prototype having positive coefficients due to a 
single length of PMF was built and tested. Also investigated was 
the enhancement of its performance by adding an extra section 
of PMF, which enables a four tap MPF. 

Index Terms—Microwave filter, microwave photonics, 
microwave photonic filter, polarization-maintaining fiber 
(PMF). 

I. INTRODUCTION 

Nowadays, optical processing of radio-frequency (RF) 
signals, especially microwave signals, has become a very 
attractive subject, because the use of photonic components to 
implement conventional electrical functions allows one to 
take advantage of photonics features such as high immunity 
to electromagnetic interference (EMI), wide bandwidth 
capability, low loss, light weight and parallelism [1].  While 
the optical processing of digital signals is well established, 
especially in the area of telecommunication, the optical 
processing of analog signals has been growing up mostly due 
to the advances made in fiber optics and electrooptic 
modulators design and fabrication. As a matter of fact, several 
research groups have demonstrated the application of optical 

signal processing in RF analog fiber optic link, namely radio-
over-fiber applications, remote antenna control, phased array 
antennas, etc [2]-[5].  

   This publication addresses the issue of microwave filters 
on the context of optical processing of analog signals.  To this 
aim, it emphasizes the MPF configurations having a MZM 
connected to a PMF based delay line. The required delay time 
can be achieved either with a single fiber section or by 
cascade connecting two or more properly oriented sections of 
PMF fiber, thus giving rise to two or more filter coefficients, 
respectively. 

II.  THEORETICAL ANALYSIS 

The schematic diagram of the proposed MPF is illustrated 
in Fig. 1.  

 
Fig.1. Schematic diagram of the MPF based on a MZM and a PMF delay line. 

MZM: Mach-Zehnder Modulator; PC: Polarization Controller; PMF: 
Polarization Maintaining Fiber; PD: Photodetector. 

 
A linearly polarized CW laser source is sent to the MZM 

through a polarization controller PC1. Since the MZM is fed 
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by a microwave signal, it yields a modulated light wave which 
is sent to the PMF. The wave polarization orientation at the 
entrance of the fiber is set to be at 45° with respect to the 
PMF fast axis (represented by x direction). Two guided 
orthogonal polarization modes with different group velocities 
are generated in the PMF, namely slow (s) and fast (f) modes, 
so a filter unit time delay is generated. 

The optical field at the output of the MZM, can be 
mathematically expressed as 

( ) ( ){ }sin0 1
2

mo jM tj t jE
E t e e e ωω ϕ−= + , (1) 

where ωm is the microwave angular frequency, M is the 
modulation index, φ is the initial phase difference between 
the two branches of the MZM and E0 is the amplitude of the 
optical electric field generated by the laser source. In eq. (1) 
push-pull drive was ignored in order to simplify the 
manipulation of the equations. Applying the optical signal 
from the output of MZM to a PMF at a polarization angle of 
45°, it can be divided in two orthogonal polarization modes, 
corresponding to the fast and slow axis of the PMF. 
Considering that ̂x  and ŷ directions correspond to the fast 

and slow axes, respectively, we can write the input signal at 
PMF as 

( ) ( ){
( ) }

sin(1) 0

sin

ˆ1
2 2

ˆ1 .
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e e y
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−

−
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 + + 

 (2) 

 Owing to the fiber birefringence, each orthogonal mode has 
a specific group delay, sτ  and fτ . Thanks to this, after 

propagating through the PMF, a filter unit time delay is 
generated and is given by s fT τ τ= − , which corresponds to a 

free spectral range (FSR) of 1 T . The optical field at the 

output of the PMF is  

( ) ( )
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+ + 
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 Considering a small modulation index ( 1M � ), we can 
further simplify eq. (3) as 

( ) ( ){ }
( ) ( ){ }{ }

(1) 0

0

ˆ1 1 sin
2 2

ˆ1 1 sin .
2 2

o

o

j t j
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j t T j
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+ −
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 Since the polarizations of the two guided modes of the 
PMF are orthogonal, no interference would occur between 
them. So, the total photocurrent detected by the photodetector 
(PD) is the sum of each photocurrent generated by the two 
polarization modes and can be mathematically expressed as 

( ) ( )
22(1) (1)( ) ,

x yout outI t R E t R E t= +  (5) 

where R is the responsivity of the PD. Neglecting dc and 

higher order harmonics, the recovered RF signal which is 
proportional to the photocurrent detected is then given by 

( ) ( ){ }
2
0( ) sin sin sin .

4
rf m m

RE
E t M t t Tϕ ω ω = + +   (6) 

In order to evaluate the spectral contents of the 
photocurrent given in (6), one relays on the Fourier transform 
technique to obtain 

2
0 sin

( ) ( ) ( )
2

mj T
m m

RE M
H e ωϕ

ω δ ω ω δ ω ω = × − + − 
� . (7) 

It can be noted that eq. (7) corresponds to a two tap 
lowpass microwave filter, since the two coefficients are 
positive, provided that sin 0ϕ ≠ . The maximum amplitude of 

the recovered signal coincides with 2ϕ π= , which 

corresponds to the quadrature point of the MZM transfer 
function. 

Now, let us consider a second length of PMF with its axis 
aligned at an angle of 45° relative to the axis of the first 
section of PMF. Then the two guided modes of the first 
section would be projected to the direction of the polarization 
axis of the second section and add coherently. Thus, the 
optical field at the input of the second section of PMF is  
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where x̂′  and ŷ′  corresponds to the fast and slow axis of the 

second section of PMF. 
Considering that the second length of PMF provides a total 

delay difference between its guided modes that is twice the 
total time delay of the first section, we can write the optical 
field at the output of the second section of PMF as 
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 Recurring again to (5), taking into account the optical field 
at the output of the second section of PMF expressed in (9), 
and neglecting dc and higher order harmonics, the recovered 
RF signal would be given by 
 

2
1 20

3 4

sin sin ( )
( )

sin ( 2 ) sin ( 3 )8
m m
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m m

C t C t TRE M
E t
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ω ω
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where the coefficients obey the following relationship 
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 (11) 

 

and λ is the free space wavelength of laser source and c is the 
velocity of light in vacuum. 

The Fourier transform of (10) reveals a four tap microwave 
filter behavior, as stated below 
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A lowpass filter characteristic is achieved when C1, C2, C3, 
C4 > 0. Moreover, from (11) one observes that when φ = π or 
2 cT Kπ λ π=  (K is an integer) the four coefficients have the 

same value; however under such conditions they are all null. 
For any other arbitrary φ, all coefficients are positive but 
different in magnitudes, producing an impulse response that 
is not symmetrical, and consequently distorted.  

It can also be seen that when φ=0, equations (11) yield 

( )1 2 3 4 2sin 2C C C C cTπ λ= − = = − = . This constraint leads 

to a bandpass filter characteristic, as a consequence of the 
negative coefficients, which will be maximized when 

( )2 2 1 2cT Kπ λ π= + .  

III.  EXPERIMENTAL RESULTS 

The experimental setup used to make the measurements is 
shown in Fig. 2. We used a tunable diode laser at a 
wavelength of 1300 nm coupling light into a 10 Gb/s Mach-
Zehnder intensity modulator with Vπ = 6.6 V. The maximum 
optical power obtained from the laser source was 6.1 mW. 
The photodetector that was used in the experiment has a 
responsivity of 0.25 A/W. An additional RF amplifier with a 
gain of 33 dB and input impedance of 50 Ω was used in order 
to increase the level of the detected signal. Both PC1 and PC2 
used were manual polarization controllers. In order to ensure 
the 45° polarization angle of light at the input of the PMF 
delay line, a polarizer should be placed before the PMF. But 
in this case, the output level of detected RF signal was not 
high enough to be considered. Thus, a two meter long 
polarizing fiber (PZ) Corning SP-1310, with an extinction 
ratio greater than 30 dB was used instead of polarizer in order 
to decrease optical losses. The PZ fiber was spliced with its 
axis aligned at an angle of 45° relative to the axis of the first 
PMF section. The PMF used was 3M-FS-HB-6621. The 
amplitude responses of the filter were obtained with Agilent 
8714EF RF Network Analyzer. 

 

 
Fig.2. Experimental Setup for the MPF. 

 

 First we have considered a two tap MPF comprising a 
single PMF section with a length of 300 m that produces a 
differential group delay of 605 ps, which corresponds to a 
FSR of 1652.9 MHz. The measured amplitude frequency 
response for this filter is shown in Fig.3a whereas the 
theoretical normalized amplitude frequency response is 
shown in Fig.3b. It can be verified that the measured 
frequency response is in very good agreement with the 
predicted results. 
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Fig.3. Measured (a) and theoretical (b) results for a two tap MPF. 
 

A four tap MPF was also implemented by splicing a second 
section of PMF with a length of 150 m at an angle of 45° 
relative to axis of the first section, producing a differential 
group delay of 302.7 ps. The availability of PMF at laboratory 
has imposed the choice of this size of PMF as the second 
section. Unfortunately, this length of fiber has set the FSR of 
the four tap MPF at 3303.6 MHz, invisible to the RF network 
analyzer used. Results for this configuration are shown in 
Fig.4. A distorted lowpass filter characteristic was obtained 
by adjusting φ near π rad, as shown in Fig.4a. Note that is not 
possible to see the peak of the second resonance of the filter 
expected to be at around 3303.6 MHz. 
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Fig.4. Measured (a) and theoretical (b) results for a four tap MPF. Solid line: 

distorted lowpass filter obtained when ϕ π→  ( 19 20ϕ π= ); dashed line: 

bandpass filter response obtained with 0ϕ = ; dotted line: ideal lowpass filter. 

IV.  FINAL COMMENTS 

As concluding remarks, we would like to point out that the 
subject of microwave photonic filters (MPF) which comprises 
an electrooptic modulator and polarization-maintaining fiber 
(PMF) delay lines was addressed. Special attention was given 
to MPF configuration in which Mach-Zehnder modulator 
(MZM) is cascade connected to sections of PMF. It was 
shown that measured results for a MPF with a single section 
of PMF were in very good agreement with theoretical 
predictions. Moreover, measurements and simulations carried 
out for a MPF having a two section PMF delay line have 
shown that its performance strongly depends on the optical 
wavelength.  

The proposed MPF is not tunable, since the FSR of the 
filter is established by a fixed length of PMF. Also, the filter 
is not reconfigurable, because there is no flexibility in 
modifying filter coefficients, since in the two tap filter 
configuration the coefficients are always equal to each other, 
while in the four tap filter configuration the coefficients are 
dictated by the value of φ, and are not independent. 
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Combined effect of dispersion, nonlinearities, and 
group velocity walk-off on the propagation of pulse 

trains in monomode optical fibers  

Abstract − This paper investigates how the mechanisms of 
group-velocity dispersion (GVD), self-phase modulation (SPM), 
cross-phase modulation, and group-velocity walk-off impact the 
propagation of pulse trains along monomode optical fiber. The 
mathematical model is based on a set of of coupled nonlinear 
Schrödinger equations (NLSE), solved numerically with the 
Beam Propagation Method (BPM). The model allows for the 
evaluation of the alteration suffered by the waveform, and 
spectrum of pulses of different shapes, under different initial 
conditions of propagation. The numerical results obtained are in 
perfect accordance with others in the literature, and confirm the 
versatility, as well as the robustness of the model. 

Index Terms— WDM Systems, Group-Velocity Dispersion 
(GVD), Fiber Nonlinearities (SPM, XPM), Pulse walk-off. 

I. INTRODUCTION 
DWDM systems with high closely-spaced channel count 

allow for the utilization of the huge bandwidth offered by 
optical fibers, thus increasing the capacity of communication 
networks. However, the optical nonlinearities – self-phase 
modulation (SPM), cross-phase modulation (XPM), and four-
wave mixing (FWM) – together with the group-velocity 
dispersion (GVD), cause channel interference that results in 
serious signal distortions, and degradation of the system 
performance. 

The effect of SPM, XPM, and FWM originate at the 
nonlinear refraction, a phenomenon characterized by the 
dependence of the refraction index on the optical intensity. In 
SPM, a pulse modulates its own phase, inducing a frequency 
chirp. In the case of XPM, the same effect is observed, but 
now provoked by neighboring pulses. FWM occurs when the 
phase matching condition is satisfied, resulting in a beating of 
the channels, and generation of new optical frequencies.  

The propagation of light waves in optical fibers is 
governed by the well-known Nonlinear Schrödinger Equation 
(NLSE), which in the majority of cases does not admit 
analytical solution. Therefore, one has to resort to numerical 
approximations, such as the   Beam Propagation Method 
(BPM) [1]. 

The analysis and optimization of the performance of 
moderns WDM systems require the development of software 
tools that are robust, computationally efficient, and versatile, 
capable to simulate different practical situations at relatively 
low cost. The literature indicates, for example, that for a 
correct evaluation of FWM, the discretization step in BPM 
should be considerably smaller than that for the modeling of 
XPM [2]. 

An interesting, and computationally advantageous 
approach proposed by the authors consists in considering the 
effects of XPM, and SPM on the pulse propagation separately 
from the effects of FWM. Therefore, situations that promote 
the phase matching condition, inherently satisfied by XPM – 
and necessary for efficient FWM generation, must be 
identified, and avoided. 

In previous [3], and recent [4] works, the authors 
investigated the penalty imposed by FWM in WDM systems 
based on G.652 (SMF – single-mode fiber), G.653 (DSF – 
dispersion-shifted fiber), and G.655 (NZDSF – non-zero 
dispersion-shifted fiber) compliant fibers, considering both 
uniform and non-uniform channel spacing. The results 
indicate that to reduce the deleterious effects of FWM, and 
maintain acceptable levels for the system signal-to-noise 
ratio, judicious choice should be made for one or more of the 
following: channel spacing, input power per channel, fiber 
type, positioning of the channels relative to the zero 
dispersion wavelength of the fiber, transmission rate, and link 
length. 

 The present paper investigates the impact of the 
mechanisms of GVD, SPM, XPM, and group velocity walk-
off on the propagation of pulse trains in monomode optical 
fibers.  

 

II. DISCUSSION 
The mathematical model is based on a set of couple 

NLSEs, solved numerically via BPM [1], [3], [4]. For a 
WDM system, the model allows for the evaluation of the 
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modification imposed by the cited effects on the pulse 
envelope, and spectrum, considering different pulse shapes, 
as well as different initial propagation conditions. The 
practical situations chosen for the simulations serve to prove 
the versatility, and robustness of the model; the results 
obtained are in total accordance with others found in the 
literature. In this summary, two situations are illustrated: 
frequency shifting induced by XPM, and the generation of 
both bright, and dark pulses from a CW wave. In the case of 
SMF fibers, the pulse propagation is considered in the visible 
portion of the spectrum; in the case of DSF fibers, the pulse 
propagation is considered in the 1550 nm window. 

In the first case, an analysis is made of the interaction 
between a Gaussian pulse of green light (530 nm, 100 mW), 
and a Gaussian pulse of orange light (630 nm, 100 W) 
propagating in an SMF (zero dispersion wavelength λ0 = 
1310 nm). For the low intensity green pulse, the XPM effect 
is heightened, while for the more intense orange pulse, the 
SPM effect is more significant. For pulse width T0 =10 ps, 
and short fiber lengths, the dispersion effects may be 
neglected; the pulse propagation is then affected by the 
combination of group velocity walk-off, SPM, and XPM. In 
this particular situation, the NLSE is amenable to analytical 
solution [1], which is then used to validate the results 
obtained numerically. 

Figures 1 to 3 show, for three different situations: (a) the 
evolution of the green and orange pulse envelopes along the 
optical fiber, and (b) the green pulse spectrum at the end of 
the fiber. In Figure 1, the green, and orange pulses are 
launched simultaneously in the fiber, i.e. delay Td = 0; in 
Figure 2, the orange pulse is launched with a delay Td = 20 ps 
with respect to the green pulse; in Figure 3, the orange pulse 
delay with respect to the green pulse is Td  = 40 ps. In the 
simulations, the following parameters were used: γ1P2L = 40, 
L = 4 m. The pulse envelopes remain unaltered, as the 
dispersive effects are neglected. 
  

 
(a) 

 

                              

 
(b) 

Figure 1: Evolution of the green and orange pulse envelopes along the optical 
fiber (Td = 0), (b) spectrum of the green pulse at the end of the fiber. 

 

 
(a)    

                    
(b) 

Figure 2: Evolution of the green and orange pulse envelopes along the optical 
fiber (Td = 20 ps), (b) spectrum of the green pulse at the end of the fiber. 
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(a) 

 
(b) 

Figure 3: Evolution of the green and orange pulse envelopes along the optical 
fiber (Td = 40 ps), (b) spectrum of the green pulse at the end of the fiber. 

 

The way the spectrum of the green pulse is changed 
depends on the launching delay between the orange and green 
pulses. Keeping in mind that the orange pulse propagates 
faster than the green pulse, in the situation of Figure 1a, the 
green pulse interacts mostly with the trailing edge of the 
orange pulse during propagation; consequently, its spectrum 
widens, and suffers a shifting to the left. In the situation of 
Figure 2a, the orange pulse overtakes the green one at L/2, 
and the interactions with the leading and trailing edges of the 
green pulse practically cancel each other. Therefore, the 
spectrum of the green pulse suffers a symmetrical widening at 
the fiber output. In Figure 3a, the orange pulse only meets the 
green pulse at the end of the fiber; correspondingly, the green 
pulse interacts mostly with the leading edge of the orange 
pulse, and its spectrum widens, and is shifted to the right. The 
orange pulse is fundamentally affected by SPM, and the 
resulting frequency chirp (spectral widening) is almost 
symmetrical. In this situation, the spectrum of the orange 
pulse at the fiber output is similar to that of the green pulse, 
with Td = 20 ps (Figure 2b). 

In the second case considered, an analysis is made of the 
interaction between a CW signal of low intensity and two 
intense Gaussian pulses (1535 nm, TFWHM = 8ps), along 5 km 
of DSF fiber (λ0 = 1542 nm). The CW signal wavelength 
varies from 1538 to 1558 nm, so that its behavior in both the 
normal, and anomalous regimes can be observed. The 
parameters used in the simulations are the same as described 
in [5], whose results are used as comparison. 

Figure 4 shows the evolution of the CW signal in the (a) 
normal (1540 nm), and (b) anomalous (1550 nm) dispersion 
regimes. 

 
(a) 

 
 (b) 

Figure 4: Evolution of the CW signal in the (a) normal (1540 nm), and (b) 
anomalous (1550 nm) dispersion regimes. 

 
The phase of the low intensity CW signal is intensely 

modulated by the Gaussian pulses (XPM effect). The 
resulting grouping of frequencies coincides with that due do 
dispersion in the normal dispersion regime; an amplitude 
modulation ensues, offering a technique to generate a train of 
dark pulses. As seen in Figure 4a, a dark pulse is formed after 
about 1.5 km of fiber. On the other hand, in the anomalous 
dispersion regime, the frequency chirps induced by GVD, and 
XPM are opposite, and favors the formation of bright pulses. 

III. CONCLUSION 

The first case considered above shows that the chirp 
induced by XPM on the green pulse is affected by the group 
velocity walk-off, and depends critically on the initial delay 
between the pulses. The observed asymmetrical spectral 
widening is known as XPM induced frequency shifting, and 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 7



finds applications in many areas of optical communications 
[1]. In the second case, the generation of dark, and bright 
pulses was observed in the normal, and anomalous dispersion 
regimes, respectively, and constitutes an important 
mechanism for the conversion of wavelength in optical 
networks [1]. 
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Experimental Development of a New Technique 

To Measure Atmospheric Turbulence in Horizontal 

Optical  Links Throught Free Space 
 

 

Abstract— In this paper a new technique to measure the 

atmospheric turbulence in horizontal optical links is presented. 

The technique uses the direct measurement of the beam wander 

effect to determine the refractive index structure constant ( ) to 

evaluate the turbulence for a specific path. The mathematical 

theory and the experimental setup to demonstrate the new 

technique are described in this work. 

  

Index Terms— Atmospheric Turbulence, Beam Wander, 

Refractive Index Structure Parameter, Free Space Optics. 

I. INTRODUCTION 

Free Space Optics is a high bit rate technology that uses an 

optical wave carrier to transmit data through the atmosphere. 

High security, great mobility, low cost (when compared with 

confined optical communication systems) and free of 

electromagnetic interference are important features of FSO 

systems [1]. Because the worldwide demand for bandwidth 

and the last mile bottleneck, FSO has emerged as a viable 

point-to-point technology. However, FSO is subjected to 

atmospheric effects that can degrade the optical beam then 

reducing link viability. Beam obstruction, scattering, light 

absorption, atmospheric turbulence and weather conditions 

(rain, snow, fog) have to be mitigated to avoid excessive 

signal deterioration [2]. Weather changing has been observed 

around the world due to pollution increase and atmospheric 

turbulence levels ought to be measured. Methods to determine 

atmospheric turbulence in optical links was made using the 

correlation functions displacement of thin parallel beams and 

with a modulated interferometer to produce Doppler beats 

between a reference beam and one reflected plane mirror at a 

distance [3-4]. Commercial equipments to measure the 

atmospheric turbulence are already available [5]. This paper 

proposes and develops a new technique and a low cost related 

device to determine the atmospheric turbulence based on 

direct measurement of beam wander, tracking the optical beam 

at receiver plane.  

The research objective is measurement of the refractive 

index structure constant ( ) of the medium using the 

turbulence effect. The medium characterization is done by the 

measurement of the radial beam variance due to beam wander 

and then evaluate  to consequently know the atmospheric 

turbulence level that a specific free space optics link. 

II. ATMOSPHERIC TURBULENCE 

The heated surface of the earth may warms air pockets 

around it. Heating the air makes changes on the refractive 

index of the medium. This is because the refractive index of 

air is dependent upon its temperature. The heated air pockets 

increase in size and mix with cooler air up above leading to a 

heterogeneous and turbulent medium. The interaction of the 

laser beam with the turbulent medium leads to signal 

degradation and can be observed as random deviation of wave 

characteristics such as: power distribution, propagation 

direction and phase of the electrical field. This may cause 

three effects in reception: scintillation, beam wander and beam 

spread. Hence, it is commonly reported in the literature the use 

of the refractive index structure constant ( ) to quantify 

atmospheric turbulence and the relation with the effects 

described elsewhere [6]. The beam wander is the randomly 

displacement of the instantaneous center of the beam (“hot 

spot”) in the receiver plane, as shown in Figure 1. Thus, can 

be calculated using the weak fluctuation theory [7]. For a 

collimated Gaussian beam propagating through atmospheric 

turbulence, the rms displacement of the beam hot spot, , is 

defined [7-8] according to equation (1)  

 

 
 

Figure 1 – The Beam Wander Effect 

 

   (1) 

 

where L is the link distance and W0 the Gaussian width at the 

transmitter plane. 

III. THE PROPOSED TECHNIQUE 

An experimental set-up in laboratory was designed to 

validate the  measurement of the proposed technique as 

shown in Figure 2. The technique consist to place three photo-

detectors (Di) in the receiver plane, where i = 1,2,3. Also, it 

ought to be known the relative position (xi, yi) of each photo-

detector. The incident optical power (Pi) onto the effective 
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area of each photo-detector should be measured. Hence, the 

calculation of the optical beam instantaneous center position 

(x0, y0) is carried out after the measurement of the light power 

in each photo-detector. Let’s assume a transmitted and 

received Gaussian light beam pattern (see Figure 2 and Figure 

3), which can be mathematically stated as: 

 

  (2) 

 

where r, W and P0 means the radial distance to the center of 

the beam, the Gaussian beam-width and the power at center of 

the beam, respectively. 

 

 
 

Figure 2 – Geometry of the receiver plane comprising its center and three 

photo-detectors with their coordinates. An image of a Gaussian-shaped optical 

beam is superimposed (see also Figure 4). 

 

 
 

Figure 3 – The 3D pattern plot drawn from 2D contour plot of Figure 2 

achieved by using ImageJ software. 

 

After measuring the optical power Pi, the radial distances ri 

of each photo-detector to the center of the beam (x0,y0), can be 

calculated from (2) as:  

 

  (3) 

 

where   is the normalized power. 

The transformation equation from Cartesian to cylindrical 

coordinates is well known and is written as (4): 

 

  (4) 

 

After substituting (3) in (4) the central position of the beam 

can be found solving the equation system: 

 

      (5) 

 

IV. EXPERIMENTAL SETUP 

The experimental set-up used in a Laboratory environment 

aiming to carry out measurements of the  structure factor as 

shown in Figure 4. 

 A HiBi pigtailed laser diode (LD) emitting at 980nm is the 

light source. Because the output power distribution of the HiBi 

fiber isn’t a circular Gaussian beam, it was spliced with a 

standard (STD) optical fiber with cut-off wavelength at 

1300nm. The LD is powered by a Newport current source 

model 5030 and cooled by ILX Light Wave LDT-5525 

temperature controller. A fiber modal filter (MF) is used to 

eliminate the high-order and the cladding modes and guarantee 

a circular Gaussian-shaped light that impinges onto the photo-

detectors plane (Di). The light beam propagates through free-

space up to reach the photo-detectors (Di). The distance 

between the light source (output of the standard optical fiber) 

and the photo-detectors plane is 21cm. An analog-to-digital 

converter (ADC) digitalizes the electrical signal generated 

from the incident optical power in each photo-detector and 

sends the data to a personal computer. The later can solves the 

equation system (5).  
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Figure 4 – The experimental Set Up – LD is the Laser Diode, MF is the 

Modal Filter, ADC is the Analogue-to-Digital converter and Detect is the 

photo detectors plane 

V. RESULTS AND DISCUSSIONS 

In order to simulate the beam shifts caused by the beam 

wander effect, the photo-detectors receiver plane was freely to 

move horizontally and vertically by means of an attached 

micrometric precision translation stage. In this experiment the 

receiver plane was shifted to draw a triangular picture with 

5.0mm base and height. The achieved results can be seen in 

Figure 5. The dotted gray line means the movement done by 

the micrometric translation stage. The black line means the 

calculated coordinates after the measurements of the optical 

intensity and solving the equation system (5), as previously 

described.  

 

 
 

Figure 5 – Triangular patterns followed by the optical beam – the dotted 

gray line traces the applied movement and black line traces the coordinates as 

measured /calculated by the present device. 

 

The largest distance between the gray line and black line is 

the error measurement for the worst case. The error is 

computed 0.2mm. It is straightly related to the experimental 

signal to noise ratio. The experimental results are in quite 

agreement with “theoretical” values acquired directly from the 

micrometer translation stage. Hence, the proposed technique is 

able to measure the atmospheric turbulence using Equation 1 

that permits to calculate de refractive index structure constant, 

through the tracking of the beam in the receiver. 

VI. CONCLUSION AND FUTURE SUGGESTIONS 

It was presented that the technique is capable to measure the 

atmospheric turbulence tracking the optical beam at receiver 

plane. Moreover, the device can be integrated to a FSO system 

to measure the local turbulence or/and to track the optical 

signal. The aim is to check the installation viability and to 

monitor the signal quality along the time, mapping the 

atmospheric turbulence profile in that region thus forecasting 

future undesired random effects. Furthermore, the technique 

allows a mechanical device to be attached on the transmitter in 

order to mitigate the consequences of the turbulence 

improving the FSO performance. It has been seen that our 

technique, concerning the optical tracking of the beam, can be 

used to monitor vibrations and displacements in structures in 

general. [9]. 
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   Abstract ⎯ Packet latency was investigated as an SOA-based 
switch was triggered by different-shape current pulses. Pre-step 
pulses in comparison to ordinary pulses reduced switching time 
and kept high bit contrast, leading to shorter network latency. 
Results are presented in ideal environments, simulated and real, 
with rates of transmission in the order of 10 Gb / s. 
 
  Index Terms ⎯ Semiconductor optical amplifier, optical switch-
ing, optical packets. 

I. INTRODUCTION 
Fiber-to-the-premises (FTTP) has been expected for 20 

years as the ultimate solution for the last mile capacity bottle-
neck in between the metro networks and the customer prem-
ises of businesses and residential users. Optical access net-
works have the potential of providing symmetric high band-
width capacity, which is necessary for applications such as 
online gaming, peer-to-peer and e-learning services. Also, 
optical-domain signal processing has become increasingly 
necessary in optical packet networks since it allows the growth 
of data stream with shorter latency [1-3]. 

In particular, the optical switching is a fundamental tech-
nology for future optical network systems and the SOA has 
the potential to be employed as a microwave current con-
trolled electro-optical switch due to its small size and fast re-
sponse. The reduction of the switching speed is important to 
improve the rerouting time of space switches in wavelength-
division-multiplexed WDM networks, but the biggest problem 
of this networks based on all-optical packet switch are the lost 
of information after the processing and switching of data 
packets [3-4].  

In this sense, packet latency was studied as an SOA-based 
switch was set off by different-shape current pulses. The 
switch was formed by an ordinary and commercially-available 
SOA that allowed (ON) or blocked (OFF) the light traveling 
through an optical path. The off state was obtained by keeping 
the SOA bias current below threshold level. 

This paper show the quality of data after all process, using 
this technique based on a microwave circuit capable of gener-
ating a fast pre-impulse signal to be added at the beginning of 
the step signal that normally is used to switch the SOA. 

 
II. OPTOELECTRONICS PRJECT AND EXPERIMENT 

 
  The design of assembly and the steps followed for the analy-
sis of the technique of ultra-fast switching were based on the 

study of networks of optical switching package (optical packet 
switching - OPS), as stated earlier. From the analysis in Fig. 1, 
has been a reference for how to implement the experimental 
assembly of the project and then evaluate the results. 
 

 
 

Fig. 1.  Optical packets networks with switching. 
 
  The packets of information to reach a directional coupler, 
which sampled a portion of the traffic and sends a driving cir-
cuit of the key. This circuit interprets the header of the pack-
age and then decide whether or not the activation of the key, 
the positions, for example, turned on (ON) or off (OFF), re-
spectively. An optical delay line (buffer) properly designed 
slows the package section of the same key in achieving the 
precise moment at which it is-selected. Especially in the case 
of keys based on people, would pass the information below 
(ON) with a degree of amplification, or would be lost in the 
key (OFF) by absorption in the semiconductor material. To 
that end, it is with the monitor-polarization of SOA through 
pulses of electric current, which put the amplifier operating 
above (ON) or below your threshold (OFF). 
  The Fig. 2 shows the experimental diagram used for the 
analysis of the switching package in SOAs. In this case, the 
combination of a source of generation of data to a optical 
modulate produces the packets of information in an optical 
channel. These packets travel by a line of fiber before it 
reaches the SOA. Both the entrance of the optical modulator to 
the quantity of SOA were placed controls of polarization, not 
shown in Fig. 2. To simplify the experimental apparatus, the 
functions of sampling and the driving circuit of the key were 
engaged in indirect way. In other words, despised is the elec-
tronic processing of the header of the packet to trigger the 
switch, which has been done from a timing (clock) between 
the construction of information in optical data generator and 
driving the switching device for a circuit of the jet stream. 
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Fig. 2.  Switching process experiment. 
 

  The optical channel in 1550 nm was generated by a tunable 
laser (Santec TSL-210V) and modulated on a scale of the mi-
crowave signal comes from a data generator (Agilent 
81141A), which simulated the IP type packets at rates of 10 
Gb/s, a known sequence. As mentioned above, this event had a 
parallel circuit with the synchronism of the current injection of 
SOA, determining the moment of trigger (amplification) and 
no (attenuation) of the key, after being considered the arrival 
of packets to the SOA, delays in row fiber and cables, micro-
waves and the responses of equipment. After the acquisition of 
sync, considered to be the time for switching of the moment as 
SOA and the key drive could contribute to the deterioration of 
information during the passage of the packages. This analysis 
was made ob-aging is the output signal of SOA in an oscillo-
scope with optical input (HP 81134A), also synchronized with 
data generator. 
  The operation of the key depends on the level and range of 
injection carriers during the passage of each packets, assuming 
that the synchronism between the trigger and the key generator 
of traffic has been carefully adjusted. For there is no distortion 
of information above acceptable levels, particularly in the key 
state of trigger, the interval injection of carriers should always 
be greater than the range of duration of the package. Under 
these circunstances, the difference between these different 
intervals depends on the speed at which the SOA can be 
switching. The timing of switching the provisions Device de-
pends directly of the supply of carriers, that is, as is the injec-
tion of carriers, and how the device responds to this injection, 
in other words, how your gain varies. Therefore, in the case of 
trigger the switch requires that the level of injection of carries 
is sufficient to ensure that the gain level on reaching desired 
compatible when the photon signal started to focus inside the 
cavity of SOA., avoiding the deterioration of the first bits of 
information from the packets. In the case of turn-off switch, 
you must stop the injection of carriers or to decline to the 
point of the device operating slightly below or above the 
threshold. However, with the optical power amplified within 
the SOA, the consumption of carriers is strong and the time of 
switching stays faster. 
  Thus, to reduce the time for switching the SOA, especially in 
the key drive, it is polarized near the threshold and injection of 
carriers is made in the form of electric pulses with fast time to 
climb, like that shown in Fig. 3 (a) . The oscillations observed 
in the wrist are the result of neglect on the line connecting the 
drive circuit of the SOA. Another option to drive the key is to 
use a technique of pre-injection of current (pre-impulse-step 
injected current - PSICO) on the device [5], where a pulse of 

short duration is overridden by a simple pulse of current, as 
shown in Fig. 3 (b). This technique, developed by the group, 
promotes a very rapid increase in the number of carriers in the 
cavity of the SOA, which compensates for the initial delay of 
the response of the device in relation to what is achieved with 
a simple wrist. This is the first time that the technique is tested 
at systemic. 

 
III. RESULTS 

 

  Using the experimental assembly at Fig. 2 and the sequence 
described in the previous section, the switching packet was 
run for two different conditions. In one, used to be simple 
pulses of electric current, as shown in Fig. 3 (a). In the se-
quence, such as pulses PISIC Fig. 3 (b) were employed in 
driving the switch. The Fig. 4 shows the results in both situa-
tions. The turn-on or turn-off is considered the switch from the 
beginning of the increase or decrease the amplitude of the sig-
nals shown in Fig. 4, respectively, until the stabilization of 
same in an average. Besides the analysis of the actual time of 
switching, it should be emphasized that the findings concern-
ing the deterioration of the bits inside the packages were es-
sential-focused initially on the first bit and the last bit, because 
they are the closest to the edges of the package during the 
on/off of the optical switch. In the case of single pulses, the 
Fig. 4 (a) shows that the time to trigger the switch was ap-
proximately 2 ns, while the time of shutdown was 1.5 ns. 
Moreover, with the trigger-up of key route PISIC, the Fig. 4 
(b) shows a substantial reduction in time of switching to 
around 180 to 200 ps in the on/off of the switch. Furthermore, 
in both cases, note that the integrity of the bits of information 
first and last were considered and kept during the measures, to 
reduce errors in reception.  
  The Fig. 4 (b) shows the exact moment in which there is a 
drive of the device in relation to the passage of the package of 
bits, emphasizing efficiency in the use of the key with a tech-
nique of ultra-fast function of trigger, compared to the show 
Fig. 4 (a). 

 

 
(a) 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 13



 
(b) 

Fig. 3.  Current injection with (a) simple step and (b) PISIC technique. 

 
  Thus, in a situation where the whole process of traffic on the 
network and routing of information to the destination chosen 
are considered, either to a condition where the key works to 
block the information (single path, such as analysis) or to a 
situation where it operates with another SOA in parallel (dou-
ble track), the switching with PSIC results in a considerable 
improvement in the time of switching. Thus, through the data, 
it is interesting to make an associantion between the use of this 
technique in networks with optical and packet switching to a 
decrease in latency in the traffic of the packages.  
  For example, consider the case of OPS networks with vari-
ables packets sizes and time of arrival of packages modeled by 
a Poisson distribution. In addition, assume the use of the 
Internet protocol, datagram with the minimum size of 20 bytes 
and a maximum of 65,535 (64 kbytes), where the maximum 
size of datagram that any node requires to be able to handle 
the information is 576 bytes [6] - [7]. Based on these aspects, 
setting up traffic adopted in this analysis is that a network of 
10 Gb/s packets with sizes of 100 bytes, for effects to simplify 
the calculates and better understanding. 
 

 
(a) 

(
b) 

Fig. 4.  SOA optical answer with (a) simple step and (b) PISIC technique. 

 
  So, taking as basis the fact that the keys to commercial use 
SOAs takes, on average, about 4.5 ns to perform the process 
on/off switch, the results from the experiment presented here 
show that it is possible increase the traffic capacity in the sys-
tem where about 400 bits per each process of switching that 
occurs on average in the network or the node in question, or 
even to reduce the latency to achieve a better performance in 
the time of his career information. For the purpose of under-
standing, Fig. 5 shows the detailed analysis prior to a network 
with traffic ranging from 10 to 1010 packages in a given time 
and they will suffer switching. Please note that the numbers of 
switching on the network are random, to facilitate viewing. In 
addition, the number of cases of switching on the network is 
directly related to the number of packet traffic on the network 
that will suffer routing or some other type of processing that 
requires its direct route through the technique of switching, 
especially using the SOA. 
 

   
Fig. 5. Relative number of switching events with and without PSIC as a func-

tion of the network packet latency. 
 
For composition of Fig.5, initially used software developed by 
the research group, Z-SOA, which simulates the operation of 
the optical amplifier as the key. Despite the difficulties in ob-
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taining the real and intrinsic parameters of the semiconductor 
optical amplifier used in the experiment, there was a good 
correlation between the results obtained in the laboratory and 
those provided by Z-SOA. In the sequence, the data for simu-
lation of Z-SOA were used to feed the second software, Net-
work Simulator [8], which provided the figures that resulted in 
the chart. 
  Finally, the experimental procedure of switching the packets 
was also played in a real external network of optical packets 
(Kyatera network), set in single mode fiber optics. Thus, ef-
fects of dispersion and attenuation were incorporated to bits 
over distances of 20 and 40 km in length. The Fig 6 (a) illus-
trates the experimental apparatus used in the assembly and in 
detail in Fig 6 (b), the connection box, which allows the output 
to the external network. 
 

 
(a) (b) 

Fig. 6.  Ilustration  of the experimental apparatus (a) and (b) the box to con-
nect external network 

 
IV. FINAL COMENTS 

 

  In this work, proved to be an experimental analysis of the use 
of a technique of ultra-fast optical switching and the implica-
tions of using this in the compromise and traffic information 
in a optical packets networks. The technique used was author-
ized based on pre-injection of current in the semiconductor 
optical amplifier, where a pulse of short duration is overlaid 
with a single pulse of current. The results of this technique 
were compared with conventional techniques of switching 
SOAs, which are known and used commercially. There was a 
reduction considers the considerable number of times of 
switching to about 180 ps with the technique PISIC, suggest-
ing that a possible to reduce bottlenecks of optical networks 
judged in the comparator process. Consequently, the conges-
tion we have seen in optical networks may be reduced due to 
lower processing time of information, generating a smaller 
latency in the network.  
  Furthermore, with improvements in times of switching, you 
can, for example, increasing the number of packet traffic on 
mesh networks and provide a partial reduction in the time be-
tween the packets. Thus, it ensures better efficiency in the use 
of bandwidth at any time of traffic [9] - [10]. 
 

REFERÊNCIAS 
 

[1] D. J. Blumenthal, B.-E. Olsson, G. Rossi, T. E. Dimmick, L. Rau, M. 
Masanovic, O. Lavrova, R. Doshi, O. Jerphagnon, J. E. Bowers, V. Ka-
man, L. A. Coldren e J. Barton, “All-optical label swapping networks and 
technologies,” OSA/IEEE J. Lightwave Technol., vol. 18, no. 12, pp. 
2058-2075, 2000. 

[2] E. Kehayas, J. Seoane, Y. Liu, J. M. Martinez, J. Herrera, P. V. Holm-
Nielsen, S. Zhang, R. McDougall, G. Maxwell, F. Ramos, J. Marti, H. J. 
S. Dorren, P. Jeppesen e H. Avramopoulos, “All-optical network subsys-
tems using integrated SOA-based optical gates and flip-flops for label-
swapped networks,” IEEE Photon. Technol. Lett., vol. 18, no. 16, pp. 
1750-1752, 2006. 

[3] H. J. S. Dorren, M. T. Hill, Y. Liu, N. Calabretta, A. Srivatsa, F. M. 
Huijskens, H. de Waardt e G. D. Khoe, “Optical packet-switching and 
buffering by using all-optical signal processing methods,” OSA/IEEE J. 
Lightwave Technol., vol. 21, no. 1, pp. 2-12, 2003. 

[4] I. M. White, M. S. Rogge, Y.-L. Hsueh, K. Shrikande e L. G. Kazovsky, 
“Experimental demonstration of the HORNET survivable bi-directional 
architecture,” em Proc. Optical Fiber Communication Conference, vol. 
70, pp. 346-349, 2002. 

[5] C. M. Gallep e E. Conforti, “Reduction of semiconductor optical ampli-
fier switching times by pre-impulse-step injected current technique”, 
IEEE Photon. Technol. Lett., vol. 14, no.7, pp. 902-904, 2002. 

[6] I. Chlamtac, V. Elek, A. Fumagalli e C. Szabo, “Scalable WDM access 
network based on photonic slot routing,” IEEE/ACM Trans. Networking, 
vol. 7, pp. 1-9, 1999. 

[7] H. Zang, J. P. Jue e B. Mukherjee, “Capacity allocation and contention 
resolution in a photonic slot routing all-optical WDM mesh network,” 
OSA/IEEE J. Lightwave Technol., vol. 18, pp. 1728-1741, 2000. 

[8] V. Elek, A. Fumagalli e G.Wedzinga, “Photonic slot routing: a cost effec-
tive approach to designing all-optical access and metro networks,” IEEE 
Commun. Mag., vol. 39, pp. 164-172, 2001. 

[9] S. Akiba, “The future of optical communications”, em Proc. IEEE/LEOS 
Annual Meeting, PLE3, pg. 7-8, 2002. 

[10] B. Meagher et al., “Design and implementation of ultra-low latency 
optical label switching for packet-switched WDM networks,” OSA/IEEE 
J. Lightwave Technol., vol. 18, no. 12, pp. 1978-87, 2000. 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 15



Ultrashort Pulse Transmission from Bragg
Fabry-Perot Filter
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Abstract— We report ultrashort optical pulse propagation in
a Bragg Fabry-Perot filter formed by two uniform gratings. We
examine the sequence of output pulses in order to determine
the ideal reflectivities of the gratings such as the output pulses
experience the peak power maximum. We assume a symmetric
transform-limited 2-ps Gaussian pulse as the ultrashort input
pulse to the filter. The results indicate that the reflectivities of
the gratings must be equal in order to maximize the peak power
of the transmitted pulses. We also consider the case of two input
pulses with 10 ps time shift are incident on the input of the filter.

Index Terms— Fiber Bragg grating, Fabry-Perot filter, pulse
propagation.

I. INTRODUCTION

There is a continuous growth of interest in passive fiber
optic components for fiber communication systems, fiber
sensors and optical instrument testing. The developments in
techniques for writing fiber Bragg gratings (FBGs) [1]-[5] have
resulted in an increased interest in the numerous applications
and possibilities for grating-based devices. One of the basic
passive device is the Bragg Fabry-Perot (BFP) filter [6],
[7]. This optical device is formed by two spatially separated
FBGs written in high photosensitive fiber which play the
role of mirrors. Like FBGs, BFP have various advantages
such as low cost, low insertion loss, flexibility of spectrum,
electromagnetic interference immunity. This component has
been a successful device for demonstrating a range of optical
processing functions including dispersion slope compensator
[8], measuring of thermal expansion coefficient [9], optical

sensors [10], [11], optical clock recovery [12] and naturally
optical filters [6], [13]-[15]. For applications to wavelength-
division-multiplexed (WDM) optical communication systems,
the free spectral range (FSR) of the BFP should correspond
to the typical channel spacing of 100 GHz or 50 GHz thus
requiring lengths of 1-2 mm between the FBGs.

The BFP has the same basic physical concept as a Fabry-
Perot cavity. The BFP spectrum is a convolution of a Bragg
grating reflection spectrum and a Fabry-Perot transmission
spectrum. The characteristics of the BFP depend on several
parameters: such as the reflectivity, bandwidth of the two
gratings and the cavity length. The reflectivity determines the
coupling strength between the two gratings, the group delay,
dispersion and dispersion slope curve; the separation distance
of the two gratings determines the free spectral range (FSR,
defined by the separation between the group delay peaks) over
the usable bandwidth of the device. The length, strength of the
grating and the separation distance can be varied to control the
dispersion/dispersion slope, bandwidth and free spectral range
of the device.

Typically, grating-based devices and applications involve
optical pulses or other types of wave propagation. However,
there is a lack of study concerning pulse propagation through
a BFP filter. Then, the propagation of ultrashort optical pulses
has been investigated. In this paper, we report numerical
studies of the ultrashort pulses propagation through a BFP
filter. The device length is relatively short and written in
photosensitive fiber, which is very easily fabricate and make
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Fig. 1. Schematic diagram of the BFP filter formed by arrangement of two
uniform FBGs (FBG1 and FBG2). L1 and L2 are the physical lengths of
FBGs and L0 is the distance between them.

our design more economically interesting. We focus mainly
on the reflectivities of the gratings. The aim is determine the
best reflectivities such as the output pulses experience peak
power maximum.

II. THEORY

A BFP filter formed by two uniform FBGs that act as
partial mirrors and defines between them a Fabry-Perot cavity
is shown in Fig.1. In continuous wave regime, this config-
uration results in interference between the two gratings and
interference phenomenon takes place in both reflection and
transmission. The interference generates multiple peaks in
spectrum of the reflection, transmission, group delay, and
the dispersion of the reflection and transmission. Although
the group delay and dispersion of uniform grating are very
small, in the configuration of the Fabry-Perot cavity, the light
is trapped inside the cavity for many trips and experiences
enhanced delay and dispersion [8]. In ultrashort pulse regime,
the pulse also will be trapped inside the cavity for some trips
and a sequence of output pulses will emerge from output of
the filter.

To describe optical pulse propagation through a BFP filter,
at first we consider a one-dimensional grating structure with
a refractive index given by

n(z) = n̄+ n1(z) cos
[

2π
Λ
z

]
(1)

where n̄ is the average refractive index change of the fiber
mode, n1(z) is the amplitude of periodic index change, and Λ
is the Bragg period. At low intensities, the electric field inside
the grating satisfies the coupled mode equations [16]

+i
∂A+

∂z
+ i

1
υg

∂A+

∂t
+ δA+ + κA− = 0 (2)

−i∂A−
∂z

+ i
1
υg

∂A−
∂t

+ δA− + κ∗A+ = 0 (3)

where z and t are space and time coordinates. A+ ≡ A+(z, t)
and A− ≡ A−(z, t) are the complex field amplitudes for the
forward and backward propagating modes, both of which are
assumed to be slowly varying in space and time, υg = c/ng ,
ng is the group index and c is the speed of light in vacuum.
The detuning parameter δ is defined as

δ = k − kB (4)

where k = n̄ω0/c is the propagation constant, ω0 is the carrier
frequency at which the pulse spectrum is initially centered, and

kB = π/Λ is the Bragg wave number, where Λ is the Bragg
period. The last parameter κ is the linear coupling coefficient
defined as

κ(z) =
πn1(z)
λB

(5)

where λB = 2n̄Λ is the Bragg wavelength.
Now, considering a short fiber cavity, pulse evolution inside

is governed by equation [18]

∂A

∂z
+

1
υg

∂A

∂t
+
α

2
A = 0 (6)

where α is the fiber loss. Note that for conventional optical
fiber ng ≈ neff , where neff is the effective index (the
difference between ng and neff is ∼ 1% for fused silica at
1.5 µm), thus in eqs. (2), (3) and (6) were used the same υg .
This set of equations depict the whole system.

III. NUMERICAL PROCEDURE

In the geometry of Fig 1, L1 and L2 are the physical lengths
of two uniform FBGs and L0 is the cavity length (distance
between the FBGs). However, the effective length of the cavity
will be Lc = L0 + Leff1 + Leff2, where Leff1 and Leff2

are the effective lengths of the gratings. For a single grating,
the effective lengths Leff is given by [19]

Leff = L

√
R

2 atanh(
√
R)

(7)

where L is the grating physical length and R is the power
reflection coefficient which can be defined as the ratio between
the power of the reflected and incident pulses at the beginning
of the grating

R =
Pr

Pi
=

∣∣∣∣A−(0, t)
A+(0, t)

∣∣∣∣2 (8)

where Pi = |A+(0, t)|2 is the input power and Pr is the
reflected power. By the same way, the transmission coefficient
Tn of the BFP filter for the nth output pulse can be evaluated
as the ratio of the transmitted pulse power at the output and
the incident pulse power at the input

Tn =
Pt

Pi
=

∣∣∣∣A+(LT , t)
A+(0, t)

∣∣∣∣2 = (1−R1)(1−R2)Rn−1
1 Rn−1

2 (9)

where Pt is the transmitted power, LT = L0 +L1 +L2 is the
total length of the device, R1 and R2 are the reflectivities of
the FBG1 and FBG2 respectively. The Eq. (9) is valid for a
single incident pulse whose the physical length is shorter than
the device length.

The Eqs. (2) and (3) are solved numerically using the Euler’s
method [20] and the Eq. (6) is also solved numerically but
using the split-step Fourier method.

The BFP filter considered has L1 = L2 = 0.4 mm, n̄ =
1.46 and λB = 1550 nm. The cavity length was set at L0 =
0.7 mm what leads to a total length of the device LT =
1.5 mm. The input pulses chosen have Gaussian profile with
pulsewidth of 2.0 ps at 1550 nm.
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IV. RESULTS AND DISCUSSION

(a)

(b)

(c)

Fig. 2. Contour plots showing the transmission (in dB unit) as a function of
R1,2 for the (a) 2nd, (b) 3rd and (c) 4th output pulses.

At first, we will consider that a single pulse is incident on
the left end of the BFP filter (see Fig.1) located at z = 0. Once
a fraction of the pulse penetrate the cavity, it will be trapped
due to the gratings and it will perform some round trips. As a

TABLE I
IDEAL REFLECTIVITY FOR TRANSMISSION MAXIMUM (R1,2)

Sequence of Numerical Analytical
output pulses Simulation from Eq. (12)

2nd 0.47 0.50
3rd 0.62 0.66
4th 0.70 0.75
5th 0.75 0.80
6th 0.78 0.83
7th 0.81 0.86
8th 0.83 0.87
9th 0.84 0.89
10th 0.86 0.90

result, the BFP filter will pump out a sequence of pulses until
the whole energy vanishes. The output pulse stream will have
a bit rate of B = υg/2Leff .

We have analysed every output pulse emerging from output
and evaluated the transmission (Eq.(9)) in dB unit. We want to
know what are the best reflectivities R1,2 such as the output
pulses provide the transmission maximum. Then, R1,2 have
been varied and it was evaluated the transmission for every
output pulse. To obtain R1,2 varying from 0.10 to 0.90, the
parameter κ was adjusted suitably (see Eq. (5)).

Fig. 2 shows the contour plots of the transmission as a
function of R1 and R2 when the second, third and fourth
output pulses are monitored. From Fig. 2(a) one can notice that
the ideal reflectivity such as the second output pulse experience
peak power maximum is about R1,2 = 0.47. However, for the
third output pulse which is shown in Fig. 2(b), the best value
is R1,2 = 0.62 and, from Fig. 2(c) for the fourth transmitted
pulse, the best value is R1,2 = 0.70.

These results denote that the BFP filter must be formed with
two identical uniform FBGs in order to obtain peak power
maximum of the output pulses. On the other hand, it is not
possible to obtain a single value for R1 and R2 such as all of
output pulses can experience peak power maximum.

The accurate values for R1,2 can be obtained analytically
from Eq. (9). Making R1,2 = R, the Eq. (9) reduces to

Tn = (1−R)2R2(n−1). (10)

Now, taking the derivative of Eq. (10) and setting it to zero,
R is found to satisfy

nR2 − (2n− 1)R+ n− 1 = 0. (11)

This equation can be easily solved to get R = 1 or

R =
n− 1
n

. (12)

Thus, using Eq. (12), the accurate values are 0.50, 0.66 and
0.75 to maximize the second, third and fourth output pulse
respectively. In table I one has the sequence of the output
pulses (up to 10th) and the values for R1 and R2 that
provide the respective output pulse to emerge with peak power
maximum.

To increase the number of output pulses, we have to increase
the reflectivity of the gratings. Thus, the input pulse will
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(a)

(b)

(c)

Fig. 3. Pulse shape of the (a) 2nd, (b) 3rd and (c) 4th output pulse for three
different values of R1,2 (0.47, 0.62 and 0.70).

perform a larger number of round trips before its power
vanishes. However, increasing the reflectivities of the gratings,
a lower fraction of the input power will penetrate into the
cavity. Thus, it will be necessary to increase the input power
when R1 and R2 are strong.

Fig. 3 shows the transmitted pulse shape for the second,
third and fourth output pulses considering three different
values of R1 and R2. In Fig. 3(a), one can notice that the
second output pulse presents the most peak power maximum
for R1,2 = 0.47. In the same way, for the third output pulse in
Fig. 3(b), R1,2 must be 0.62 and for the fourth output pulse

Fig. 4. Spectral responses of two different uniform gratings and the spectrum
of the input pulse.

in Fig. 3(c) this value must be 0.70.
We can also notice that the output pulses have time duration

greater than the input pulse. This is due to the interaction with
the gratings inside the cavity. When the pulse is reflected, it
will have a time duration equal to the round trip propagation
time through the grating [17]. Since the pulse inside the
cavity undergoes several reflections, for instance, the pulse
is reflected four times before the third output pulse to be
transmitted, the output pulses get more and more dispersion.
The delay time observed in Fig. 3 caused by the device varies
because of the effective length of the cavity depends on the
reflectivities of the gratings (see Eq. (7)).

We also can see that when the reflectiveties of the gratings
increase, there is the appearance of output subpulses. This
behaviour is related with spectral responses of the gratings and
the spectral bandwidth of the input pulse. If the input pulse
has a bandwidth narrower than the gratings, the subpulses arise
due to the sidelobes of the grating spectrum [16], [21] when
the pulses are reflected inside the cavity by the gratings. Fig.
4 shows the spectral responses of two uniform gratings with
reflectivity of R1,2 = 0.47 and R1,2 = 0.70, and the spectrum
of the input pulse. In the case of R1,2 = 0.70, subpulses will
be arisen because of the granting bandwidth is broader than
the pulse bandwidth. On the other hand, when R1,2 = 0.47,
the granting and the pulse bandwidth are almost equal, then
the subpulses will have very low intensity. Thus, increasing
reflectivities of the gratings, the subpulses will increase as
well.

Now, consider the case of two Gaussian input pulses with
time delay of 10 ps between them are incident on the input
of BFP filter. The reflectivities of the gratings was set R1,2 =
0.47. A Fig.5 shows the transmitted power for second, third
and fourth output pulses as a function of phase difference ∆ϕ
between the two input pulses. We can see that depending on
the phase difference between the two input pulses, the output
power for every transmitted pulse will change. For the second
output pulse, the minimum output power is around -12 dB
when ∆ϕ = 0 and the output power maximum is around -
5.5 dB when ∆ϕ = π. In fact, the output power maximum
will occur when ∆ϕ = mπ, where m is odd integer. This

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 19



Fig. 5. Output power for 2nd, 3rd and 4th output pulses as a function of
phase difference between the input pulses.

behaviour is related with the interference between the mode
fields of the two input pulses inside the cavity. When the first
input pulse propagates over one round trip, it experiences a
phase shift of βLeff , where β is the propagation constant.
If the phase of the second input pulse is identical, it will
occur constructive interference and the transmission will be
a maximum.

V. CONCLUSION

We have presented ultrashort optical pulse transmission in
a BFP filter formed by two uniform FBGs. The input pulses
considered have Gaussian profile with time duration of 2 ps
at 1550 nm. Examining the sequence of output pulses, it has
been shown that the reflectivities of the gratings must be equal
to obtain peak power maximum of the output pulses. However,
it is not possible to obtain a single value for R1 and R2 such
as all of output pulses experience peak power maximum.

The amount of pulses in the output pulse stream depend
on the reflectivities of the gratings. They have to have high
reflectivities in order to get more pulses in the output pulse
stream. But, increasing the reflectivities of the gratings, it will
also increase the output subpulses.

It was also observed that when two input pulses are incident
on the input of the BFP filter, the peak power of the output
pulses will depend on the phase difference of the input
pulses. In our case, the output pulses will present peak power
maximum when the phase difference of the input pulse is mπ.
In general, always the phase difference ∆ϕ = βLeff lead to
peak power maximum for every output pulse.
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Abstract—This paper addresses important area related to 
bandwidth efficient IPTV distribution, modelling instant channel 
changing traffic on popular channels. We calculate the 
correlation coefficients and self-similarity degree by using Hurst 
parameter. The analyses are performed for different traffic 
types, such as multicast and unicast, as well as for total. Our 
experimental studies have shown that total network traffic from 
popular channels is self-similar, and can be modeled with unicast 
instant channel changing traffic models. 
 

Index Terms— ICC, IPTV, multicast, unicast, traces, traffic. 

I. INTRODUCTION 
oday IPTV is seen as one of the killer services, due to 
transition from analogue to digital television on one side, 
and having IP as common networking technology for all 

telecommunication services in near future, as well as having 
huge market for television services. Main challenges are 
transport of new real time sensitive traffic in their IP networks 
in order to keep the leading position as Internet services 
providers. Pre-request of using new services is creation of 
new statistical models of IPTV traffic. Currently, IPTV 
providers provide mainly two types of traffic: 1) multicast for 
delivering video channels and 2) unicast dedicated for channel 
changing, video on demand and other applications [1]. Here, 
we capture traffic traces from a live network and then examine 
the self-similarity of IPTV traffic with so-called Hurst 
parameter and autocorrelation function in different approach 
than traditional IP traffic models [2].  

II. INSTANT CHANNEL CHANGE 

A. How it works? 
Instant Channel Change (ICC) is using a buffering 

technique on channel changing servers. This method creates 
multiple unicast streams that are sent to the customer along 
with the broadcast multicast and it gets buffered for the 
amount of time that equals the anticipated multicast 
establishment time. So, when the user requests a channel swap 
it immediately switches to the buffered content as it proceeds 
with new multicast request. 

Channel changing servers maintain sliding windows of live 
TV service streams for some period of time. The exact time 
depends on the bit rate of the stream, the structure of the key 
"I" frames, and the delay characteristics of the stream, but a 

reasonable guess is around 10 seconds for standard definition. 
Channel changing servers supply unicast television service to 
customers (this data is transmitted in RTP using UDP). If a 
server fails while it is attached to a client, the client switches 
to another channel change server carrying the same service, 
and if this server is again not reachable the subscriber will 
receive multicast stream directly with around 1 sec 
interruption.  

Overhead has direct influence on two points in the network, 
limited bandwidth at customer premises and utilizing of 
backbone links. First point is during worst case scenario when 
the customer has two STBs and change channels in same time 
so overhead directly depends from maximum bandwidth at 
customer device. Second point is unicast traffic generated 
during channel changing should be transported through IP 
backbone links. The capacity of a Digital Subscriber Line 
("DSL") channel is limited. Engineering a network to support 
channel change as described above requires several Mbps of 
reserved bandwidth. Such a configuration will either reduce 
the DSL serving area, reduce the number of video streams that 
can be delivered, and/or compromise other services during 
channel changing periods.  

If IPTV provider using DSL technology then it will set very 
low overhead, than time and distributed unicast traffic is very 
high so it will utilize backbone links. IPTV providers should 
made calculations and measurements on access network and 
first input for calculating overhead should be DSL bandwidth. 
Reasonable value for overhead is 20 %, with 3,2 Mbps bitrate 
and burst time is around 10 seconds for standard definition 
stream, as we can see on Fig. 1, there are measured bursts 
with different parameters.  

B. Locating of channel changing servers 
The number and location of Channel changing servers 

depend on number of expected subscribers and capacity of 
links. As the number of subscriber grows the number of 
stream will increase and will consume more bandwidth in the 
core network. It prevents the user from getting a real time 
broadcast experience. In the beginning Channel changing 
servers will be placed at a Central location near IPTV servers, 
lately they will be placed in Remote locations and also in 
other sites with IP network Points of Presence (PoPs) if there 
is a need. Dimensioning of the demand for bandwidth in this 
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paper is based on the prediction that ICC generates 30% more 
traffic than multicast stream due to ICC overhead. 
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Fig 1. Measured unicast bursts for different value of overhead 

III. MATHEMATICAL BACKGROUND 

A. Model of single user 
IPTV users in this paper will be defined with a two state 

model. First state is an active state A(t) which occurs with 
probability P(A(t)), and with two possible rates UCR during 
channel changing and MCR is defined as a multicast rate while 
the user is watching channel. Second state is when users is 
non active N(t) - STB is turn off, and it happens with 
probability P(N(t))=1-P(A(t)). If the user has changed channel 
during a measurement period at least once, then it is in state U 
(t), otherwise it is in M (t) state. The probability distribution of 
the rate viewer demands at time t then is given by: 
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where UCR  is peak rate while ON, and MCR   is average rate. 

B. Burstiness and self-similarity  
Bursty traffic is more difficult to handle in a queuing 

system than traffic generated from non-bursty sources which 
produce a more continuous workload. Transmission burstiness 
is often measured by the following expression: 

   
MAXR
Rb −=1  clearly 0< b< 1;      (2) 

For b equal to zero, the source is not bursty, for b 
approaching 1 we have a bulk arrival process. 

Our statistical analysis of IPTV traffic traces will be 
presented with autocorrelation function [3]. We obtain 
correlation coefficients from the traffic trace in the following 
manner: for a given measurement with N samples, with 
samples y1, y2,,…,yN, at time moments x1, x2,….xN, the lag k 
correlation coefficient is defined as: 
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The degree of self-similarity can be defined using the so-
called Hurst parameter H, which expresses the speed of decay 
of the autocorrelation function. If H→0.5 the time series is 
short range dependent, for H→1 the process becomes more 
and more self-similar. The slope can be estimated using linear 
regression, leading to the Hurst parameter, which is 
determined by function (4): 

2
1 β
−=H                                    (4) 

In the following discussion, long tailed distributions will be 
used to describe packet sizes and inter-arrival times. By a 
definition, a distribution is said to be long- or heavy-tailed if 
its complementary cumulative distribution function (CCDF), 
regardless of its shape for small values of the random variable, 
has the following asymptotic behavior: 

( ) α−≥ ttTP ~  for t → ∞, and 0<α<2            (5) 

The Pareto CDF is a power curve that can be easily fit to 
observed data. It will be used to describe packet sizes later. Its 
CDF is given by: 

( )
⎪⎩

⎪
⎨
⎧

>⎟
⎠
⎞

⎜
⎝
⎛−=

−−

otherwise

ktif
k
t

tF
0

1
1α

                         (6) 
The probability for t<k is zero; k is the minimum value 

which can occur in a sample set. The probability density 
function (pdf): 
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Parameter α  dependence and can be calculated from Hurst 
parameter with this function (8):  

H23 −=α            (8) 

IV. STATISTICAL ANALYSIS 
Single user model definitely depends from customer 

behaviours for channel changing and watching. This model 
like we said in previous section will be presented as 
Markovian model with all probabilities, and should be 
generated from IPTV providers measurements like on the Fig. 
1. The arrows between three states are probabilities of 
transition from one to another state. Three states are defined 
as probability of changing channel P(U(t)) probability of 
channel watching P(M(t)) and probability when STB is off or 
in “stand by” mode P(N(t)). 
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Fig 2. Markovian model for average customer behaviour  
The model given in Fig.2 is derived from the real-traffic 

measurements shown as captured IPTV traffic generated from 
single IPTV user (Fig. 3). In Fig.3 channel changing marked 
with red color is unicast traffic and others are aggregate traffic 
and traffic per channel (channel 1, 2 and 3, respectively). 
Autocorrelation functions shown as correlation coefficients 
for single user case (from Fig. 3) are given in Fig. 4. This kind 
of model (Fig. 2) can be used in future planning of new 
channel changing servers and utilizing network links. Also we 
can use to dedicate separate server for particular group of 
subscribers.  

If we look into the popularity of channels reports [4], top 
10-20% of channels account for nearly 80% of the viewer 
share, indicating that channel popularity follows the Pareto 
Principal (or 80-20 rule). We also observe that the distribution 
during all day for top popular channels is constantly (static). 
This demand of bandwidth is covered by multicast 
distribution. Measured unicast traffic for changing of popular 
channels is around 80% of all ICC unicast traffic.   

We made also and 100 seconds traces, scanning live IPTV 
traffic on edge router network interface towards clients’ side. 
Measurements and analyses are made per traffic type, 
multicast from all popular channels and unicast from all 
instant popular channels changing as well as the aggregate 
traffic (Fig.5). 

Autocorrelation functions of all mentioned traffic types are 
shown on Fig. 6. The autocorrelation of unicast and aggregate 
traffic decays hyperbolically rather than exponentially fast. 
This shows that are self-similar processes while Multicast 
traffic is not. 

Using the calculated Hurst parameters for IPTV traces, 
given in Table 1, one can conclude that Hurst parameter for 
unicast and aggregate traffic are higher than the one for the 
multicast. The Hurst value for unicast IPTV is 0.75, which 
shows that this traffic has middle-level of self-similarity. 
Additionally, we can conclude that IPTV traffic model can be 
approximated with unicast traffic model, which heavily 
depends upon users’ behaviour.  
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Fig. 3. Single user IPTV traffic traces  
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Fig. 4. Autocorrelation Function for Single user IPTV traffic 
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Fig. 5. IPTV traffic traces 
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Fig. 6. Autocorrelation Function for Multicast, Unicast and Aggregate traffic 
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TABLE I 
HURST PARAMETER, β, α  and b - burstyness    

Traffic H β α  b 
Aggregate 0.7133 0.5734 1.5734 0.3620 
Multicast 0.5882 0.8236 1.8236 0.1550 
Unicast 0.7565 0.4870 1.4870 0.7223 

 
Pareto is very convenient because it posses long-tailed 

autocorrelation function and slow-decay variance, properties 
characteristic for asymptotically second-order self-similar 
processes, as Internet traffic is. On the other side, this 
distribution is described with the least parameters from all 
known distributions with self-similar properties. Therefore, 
we are using Pareto distribution to model aggregated IPTV 
traffic as well as unicast traffic traces.  

Further, our aim is to fit the first two moments of the 
measured Internet traffic traces with the Pareto distribution. In 
other words, we need to obtain the optimal parameters of the 
Pareto distribution that best models the measured traffic. 
Considering the analysis of traffic traces the parameter α from 
Pareto distribution is obtained from its relation with the Hurst 
parameter and results in table 1 for α.  

Aggregate IPTV traffic depends with a high percentage 
from unicast channel changing traffic, hence we are proposing 
the following for practical IPTV system implementations:  
 1. IP multicast distribution in the backbone should use static 
trees, where popular channels are delivered to all end users. 
Only the tree branch for all others channels, from IPTV 
Platform to customers dynamically to change.  

  

2. Information about which are popular channels should be 
delivered to STB. During the channel surfing of popular 
channels STB should not use unicast bursts from channel 
changing servers, but Adjacent Multicast Join approach.   

V. CONCLUSION 
We performed statistical analysis of the captured IPTV 

traffic from a real testbed network, which should be 
commercially launched in near future. We analyzed the traffic 
per type, i.e. multicast, unicast, as well as aggregate traffic. 

First main conclusion in this paper is that the unicast 
IPTV traffic has middle-level self-similarity, i.e. Hurst 
parameter is around 0.75, while the classical multicast 
distribution has lower level of self-similarity, with Hurst 
below 0.6. Second is that models of aggregate IPTV traffic 
can be approximated with models for ICC unicast traffic (e.g. 
Pareto). Such models can be used for simulation or analytical 
analyses of IPTV services, which is of paramount importance 
for analysis and design of channel changing servers as well as 
dimensioning and engineering of IP backbone links.  
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QVoip – A tool to evaluate the quality of VoIP calls 
using E-model 

 
Abstract—The VoIP systems are very sensitive to some 
parameters that can change according to the utilization of the 
network where they pass. The tool QVoip is capable of making 
VoIP calls and measuring voice quality. This measurement is 
made with the utilization of E-model using factors from the VoIP 
application and variables from the network to evaluate quality. 
With this tool it is possible to analyze the factors that degrade the 
voice and help designers to evaluate if a network is good for 
VOIP. 

 Index Terms—E-model, QoS, VoIP. 
 

I. INTRODUCTION 
Communication is one of the main factors of the evolution 

of humanity. Nowadays everyone can exchange information in 
an easy way using many means of communication. Telephony 
was invented many years ago and many people around the 
world still use it throughout the day to communicate. The 
Internet also became a great way to correspond with others 
since the users stay connected all day to the network, 
accessing information from everywhere in just a few seconds.  

With the advance of the technology, now we can use 
telephony through the Internet. This new way to make calls is 
know as VoIP (Voice over Internet Protocol).  The principal 
advantage of VoIP is the cost reduction in phone calls, once 
the calls use the Internet and have a low cost. Other 
advantages of the Voice over Internet Protocol is a range of 
functionality that it brings, like the possibility of have a phone 
number from a specific city being in any part of the world, 
voicemail and follow me. 

Unfortunately, make calls through Internet can sometimes 
have some problems. Unlike traditional telephony, VoIP 
doesn’t have dedicated channels for the voice traffic. On 
VoIP, the voice is transported as data packets through the 
network and can have the same problems as normal data 

packets. These packets can be lost in any part of the network 
or have some extra delay due to some network problem. Voice 
packets of the VoIP are time sensitive and any of these 
problems can affect the final quality of a call, many times 
becoming impossible to use this kind of telephony.  

This work presents a tool to evaluate the voice quality of 
VoIP that a user is experiencing during a call. With this tool, 
the user will be capable to evaluate if a network is appropriate 
for VoIP calls and if the VoIP provider is offering a good 
service. In section II we present related works that evaluate 
voice quality in VoIP calls. Section III presents the model 
used to make the quality evaluation, the E-model [1], and the 
Qvoip tool. The results of the tool can be found in section IV. 
And the final comments are presented in section V. 

II. RELATED WORKS 
The quality evaluation works are separeted in two groups: 

subjetive evaluation and objective evaluation. In the subjetive 
group some users evaluate the sound given a grade and the 
mean of all grades is the quality of the system. One of most 
used subjetive method is the MOS (Mean Opinion Score) [2], 
largely used to evaluate codecs and VoIP equipments. In the 
objective method, the transmission equipment and its 
characterists, giving quality grades to the system. The main 
objectives methods are the PSQM (Perceptual Speech Quality 
Measure) [3], PESQ (Perceptual Evaluation of Speech 
Quality) [4] and E-model. 

Bross et. al. [5] presents a comparison between the Public 
Switched Telephone Network and Internet Telephony. The 
authors analyzed the voice quality in many scenarios and 
using different codecs, showing that the codec is fundamental 
to guarantee the VoIP quality. In the paper, the tests used the 
E-model to do the evaluation and was proved that the QoS of 
today's VoIP solutions is satisfactory for end-user and that 
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VoIP is a potential substitute for the PSTN. 
At paper [6], the authors present a vital element to provite 

quality in VoIP calls, the Call Admission Control (CAC). The 
CAC manage the calls of the system to garantee quality, so the 
system only accepts new calls if it is not overload. Without the 
CAC the systems would always accept new calls, and can 
damage all current calls. 

Most of the quality measure papers present evaluations 
based on tools that were planned to be used with english 
language. However, each language has different behavior in 
VoIP quality. In [7], the authors evaluated VoIP quality in 
different languages, english and chinese, using PESQ 
evaluation method. Based on the realized tests, they proposed 
to add a variable in E-model calculation to consider the user 
language. The tests were done using G.729 and G.711 codecs. 

Shin et. al. [8] presents an evaluation of VoIP in a real 
wireless network and compared it with simulators results. This 
comparison shown that some variables were standardized in 
past works, but it does not give the real state of a network, 
presenting a wrong network capacity. 

The objective of this work is to evaluate VoIP calls using E-
model in different networks and situations, demonstrating the 
worst factors and situations to use the Voice over IP. 

III. THE E-MODEL AND THE QVOIP TOOL 
To evaluate the behavior of VoIP calls in a network, this 

work presents the Qvoip tool to analyze the sound quality 
received by the users during a call. The Qvoip is an 
application capable of making calls through a data network 
while at the same time capturing data from the network to 
measure the quality of the VoIP. This tool will analyze in real 
time if a network is appropriate to make VoIP calls and 
validate if the VoIP quality matches what was sold by the 
telephony company. To elaborate this tool, all the necessary 
calculations were incorporated to the Linphone software [9], 
which is an open-source software capable of making VoIP 
calls. 

Based on some works [10,11], the E-model was chosen as 
the most appropriate recommendation to make this evaluation, 
once the measurement can be done in real-time by the Voice 
over IP application. This method makes some calculations 
using factors that affect the VoIP quality and presents a grade, 
named R factor, which is a value from 0 to 100, with 100 
representing the best quality and 0 representing the worst 
quality. The ITU-T G.107 recommendation [1] shows that the 
E-model follows the equation (1) bellow: 

 AIefIdISRR +−−−= 0  (1) 

In the equation, RO represents the signal-to-noise ratio, 
including circuit and room noise. IS represents a combination 
of all impairments which occur more or less simultaneously 
with the voice signal. The Id represents the impairments 
caused by the end-to-end delay. Ief represents impairments 
caused by characteristics of the equipment, like codec. And A 
represents an advantage factor used to compensate the known 
faults of the system. 

The ITU-T G.107 recommendation presents some 
mathematical expressions and default values to determine the 
signal-to-noise ratio. Then, Lustosa [11] determined by default 
that the R0 is 92.77. The author also determined that the IS 
also can have a default value, which will be 1.41. Finally, the 
value for A was defined as 0, a value recommended to VoIP 
applications. 

So, Lustosa et. al. [12] presents a reduced E-model 
equation, showed in equation (2): 

 ),()(36.93 losscodecIeTaIdR −−=  (2) 

The variable Id(Ta) is related to end-to-end delay at the 
network, in other words, the time taken for the voice of a user 
to be heard by the other user. The Ie(codec,loss) is a function 
that depends on the codec used and packet loss ratio. 

According with Lustosa [11], Id(Ta) can be found by the 
equation (3) bellow: 

If (Ta ≤  177.3):                                       

 TaTaId *024.0)( =   

If (Ta > 177.3):       
 (3) 

 103,18*134,0)( −= TaTaId   

According to Lustosa [11], Id(Ta) in (3) can be found by the 
equation (4) bellow: 

 TbufferTnetworkTcodecTa ++=  (4) 

 Tcodec represents the delay added by the codec used and 
can be found at ITU-T G.114 recommendation [13]. The 
Tnetwork is the delay (expressed in ms) of the voice packets to 
reach the destination. And the Tbuffer is the delay (expressed 
in ms) added by the dejitter buffer. 

The Ie(codec,loss) variable in equation (2) can be calculated 
using the equation (5), also described by Lustosa [11].  

 ))/(*)95((),( BPLPPLPPLIeIelosscodecIe +−+=  (5) 

Ie represents the loss factor related to the equipment used 
by the VoIP and this value can be obtained in recommendation 
ITU-T G.103 Appendix I [14]. The PPL indicates the 
percentage of packet loss in the period of the quality 
measurement and this packet loss should be evaluated at the 
dejitter buffer. Finally, the BPL is the quality factor of each 
codec related to loss packets, values that can be found for 
some codecs in [14,15]. 

Some of the variables presented by the E-model are related 
to choices made by the VoIP application during the use. The 
codec influences some variables of this evaluation method, so 
is important to find out the most appropriate codec for a 
specific network. The dejitter buffer, also related to 
application, adds delay in the network packets. Many times 
this buffer has the same size, but some works show the 
advantages of using a buffer which can vary during the use. 
The objective of this work is to analyze the network factors 
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which degrade the voice quality, so we determined the use of 
G.711 codec and a dejitter buffer of 30 ms. 

Two of the main variables of the E-model are directly 
related to the network, so informations of the network state are 
necessary to obtain these values. One of these variables is the 
Tnetwork, which is the delay of the packets in the network. 
There isn’t an exact way to obtain this value from the network 
once it’s difficult to keep two hosts with synchronized clocks. 
Therefore, in this work we followed Schulzrinne et. al. [16] 
work, which gives a good approximation of this value. Voice 
applications in data networks need to exchange information 
between the users to know what the status of the call is. To 
have this control, the application sends RTCP packets during 
the call, so it can be used to measure the packets’ delay in the 
network. At constant intervals of time the application sends a 
Sender Report (SR) RTCP packet which has the timestamp of 
the moment that the packet was sent by the application. When 
the packet reaches the destination, it is processed by the host 
and a response is sent back in a Receiver Report (RR) RTCP 
packet with the SR timestamp and the time it took for the host 
to process the SR and send the response. After the RR reaches 
the first host, the application calculates the actual timestamp 
and subtracts the timestamp and the processing time of the SR, 
both in the RR packet. In this way, the time it took for a 
packet to pass over the network and go back to the host can be 
found, the RTT (Round Trip Time). By dividing the RTT in 
half, it is possible to obtain an approximate value of the time it 
takes for a packet to pass over the network, finding a good 
approach of the time it takes  a packet to reach the other host 
in the network. The packet loss (PPL) is another fundamental 
variable in this model. Not only the packets which don`t reach 
the destination can be considered lost packets. Many times 
some packets reach the destination with a high delay, missing 
the right time to be played, so these packets are considered lost 
too. Carvalho et. al. [7] said that the packet loss rate only can 
be measured in application level, once the application does the 
final processing of the voice packets and will know if a packet 
doesn’t reach the destination. The packet loss verification is 
made by verifying the sequence number of each packet to 
check if it is missing any packet in the sequence at the moment 
of the processing to play the audio. The right location to make 
this verification is the dejitter buffer, because this buffer adds 
a little delay in the reproduction to give a chance for delayed 
packets to reach the destination in time to be played. 

Despite the constant variation of these variables, some 
range of values are considered acceptable for VoIP calls. 
According to ITU-T G.114 recommendation [13], the end-to-
end delay in one way shouldn’t be higher than 150 ms to 
maintain high quality calls and delays higher than 400 ms are 
unacceptable for most of the networks. Related to the packet 
loss, each codec accepts a range of lost and the BPL variable 
indicates if the codec has a good treatment to packet loss. The 
G.711 is considered one of the best quality codecs and has low 
influence of packet loss. 

The ITU-T related in [17] some range of R factor values 
and user satisfaction. This comparison can be found in table 1 
bellow: 

TABLE I 
DEFINITION OF CATEGORIES OF SPEECH TRANSMISSION QUALITY 

 
Range of E-model 

Rating R 
Speech transmition 

quality category 
User satisfaction 

90 < R ≤ 100 Best Very satisfied 
80 < R ≤ 90 High Satisfied 
70 < R ≤ 80 Medium Some users dissatisfied 
60 < R ≤ 70 Low Many users dissatisfied 
50 < R ≤ 60 Poor Nearly all users dissatisfied

 
Choosing the Linphone application and analyzing the E-

model, we could incorporate the evaluation model to the VoIP 
application making some modifications to collect the 
necessary data from the network. The basic scenario used in 
this work and the variables from E-model are represented in 
figure 1. The figure demonstrates that almost all variables 
from the E-model are related to the VoIP software, like BPL, 
IE and codec delay. The packet loss is related to the network, 
but is measured in the application. Finally, the delay in the 
network is calculated with the RTT, obtained by the RTCP 
packets. 

 
Fig. 1. VoIP scenery and the E-model variables 

IV. RESULTS 
To evaluate the proposed tool, the application was tested in 

two real scenarios. For 24 hours, the QVoip tool was used to 
make 5 minutes calls every 15 minutes. In these calls both end 
users used the tool to evaluate the speech quality of the calls 
using the variables of the E-model equation. 

Figure 2 shows the result of the R factor evaluated by the 
QVoip tool during a call in one of the tested scenarios.  

 

Fig. 2. Quality measure in a VoIP call. 
The graph shows how the quality varies in a 5 minutes call. 
Any of these grades presents the quality of a VoIP call that the 
user would be listening to at that moment. Since the quality is 
measured every time the application calculates the delay, if 
one of the RTCP packets is lost in the network, the model will 
not be able to generate a grade at that moment. Each call using 
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QVoip can be represented by a grade in R factor that is 
calculated with the arithmetic mean of all grades of that call. 

In both test scenarios, the source equipment of the call was 
in the State University of Londrina (UEL). The Internet link of 
the university is shared by almost 5000 computers in the same 
network. So, at some periods there is a high use of the link 
resulting in moments that the user couldn`t obtain a good 
quality in the VoIP. During work days in the university, the 
use of the Internet link is high from 08:00 am until 
approximately 10:00 pm and low during the rest of the time. 
This utilization of the Internet link in UEL is represented in 
figure 3. 

 
Fig. 3. Use of the Internet link at UEL. 

In one of the test scenarios, the calls were made between 
UEL and a 320 Kbps ADSL connection in the same city. 
During the test period, as demonstrated in figure 3, it is 
possible to prove that in periods of high utilization of the 
Internet the VoIP quality varies and in some moments the 
VoIP is not good for the user make calls. As was presented in 
figure 3, the use of the Internet grows after 08:00 am, same 
time that it is possible to observe that the voice quality begins 
to vary, as show in figure 4. This voice quality variation 
happens during the whole day until 10:00 pm, after that the 
use of the Internet link has a low utilization. 

 
Fig. 4. VoIP quality between UEL and ADSL. 

Figure 5 shows the graph of the mean delay between UEL 
and ADSL during the whole day. It was observed that 
throughout the whole period of low utilization of the Internet 
the delay does not have a high variation. However, during the 
period of high utilization it is possible to observe high delays 
at some points. Comparing this graph with figure 4, we can 
check that at moments of low quality the application had the 
highest delays. This comparison shows that the delay has a 
high influence in voice quality. During the worst quality 
period of the day, 01:45 pm, the application detected a high 
delay in the network, 370.31 ms for the ADSL user and 

371.44 ms for the UEL user. 

 
Fig. 5. Mean delay between UEL and ADSL. 

The percentage of packet loss that the VoIP calls had in this 
same scenario is presented in figure 6. We can notice also a 
higher packet loss in the period of high Internet utilization; 
however it is not possible to observe a closer relation of 
quality and packet loss, because in some moments of high 
losses the quality remained at a good level. Another factor 
presented in this picture is the higher packet loss in the ADSL. 
This fact is a result of the low speed of the ADSL, however 
the quality graph shows that the quality is almost the same for 
both users. 

 
Fig. 6. Mean packet loss between UEL and ADSL. 

The second scenario was between State University of 
Campinas (UNICAMP) and UEL, following the same 
parameters as the last tests. Figura 7 shows how the calls were 
at these tests. For these tests we still can observe that the 
quality is worst during times of high utilization of the Internet, 
however the quality is more uniform than in the other tests.  

 

Fig. 7. VoIP quality between UEL and UNICAMP. 
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During almost all the test period between UNICAMP and 
UEL the grades were higher than 85, representing a good 
voice quality. The high bandwidth in both places brings better 
results in VoIP quality, differently from the ADSL scenery 
where we have a lower bandwidth. 

Despite the better quality, these calls also had moments of 
bad quality, probably because there occurred some high load 
in the network in the measured moment. We can observe at 
05:15pm a R factor of 52.82 at UNICAMP and 49.11 at UEL, 
revealing that it would be impossible to have a good VoIP 
conversation between these places. Figure 8 shows the delay 
in the network during the whole day between UEL and 
UNICAMP. The graph indicates a higher delay in packets at 
moments of high Internet utilization in both universities and a 
low delay from 00:00 am until 08:00 pm, moments when the 
links have low utilization. 

 
Fig. 8. Mean delay between UEL and UNICAMP. 

At the moment of the worst quality call of the day, 
demonstrated by the R factor, at 05:15 pm, the tool also 
captured a high delay in the network during the day, 401.98 
ms at UNICAMP and 423.82 ms at UEL. The figure shows 
that the VoIP quality call is directly related to network delay, 
so the VoIP will have bad quality in networks with delay. 
According to figure 9, which represents the packet loss in all 
the test periods, more packets are lost in periods of high 
network utilization. However, in some moments there is a high 
packet loss rate, but the quality is still good. This behavior is a 
result of the codec used, which has a good packet loss 
acceptation. Using low quality codecs would result in low 
quality with the increase of packet loss. 

 
Fig. 9. Mean packet loss between UEL and UNICAMP. 

V. FINAL COMMENTS 
This work showed that the E-model is an effective way to 

evaluate the VoIP calls. It gives a technical review of VoIP 
quality, giving users and providers a way to have detailed 
results about the quality. We also proved that the increase of 
the data traffic in the network is inversely proportional to 
voice quality, because the higher traffic changes the variables 
important to quality, like delay and packet loss. This kind of 
work is important because it shows that VoIP can be largely 
used when we have good networks. 

In future works we should vary others variables from E-
model, like codec and dejitter buffer. Doing this, we will 
analyze the effects of these variables in calls using IP protocol 
and find ways to always have good VoIP calls. 
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Abstract— This article proposes a rate-determination algo-
rithm (RDA) for the G.726 speech coder recommended for use
in packetized speech systems. It determines the bit rate based
on the MOS value at the destination end point obtained by
Recommendation P.563 for improvement of speech quality and
bandwidth efficiency in a communication scenario with time-
varying network load. Quality ranges from the highest MOS
value of 3.980 at a 40 kbit/s rate to the lowest one of 3.185 at a
16 kbit/s rate. Rate switching combinations provide intermediate
quality. When the RDA detects a lower MOS value at the
communication node, it switches to a lower rate that brings about
a reduction in network load.

Index Terms— RDA, variable bit rate, G.726, bandwidth, QoS,
VoIP, MOS

I. INTRODUCTION

With the increasing availability of Voice over IP equipments
the bandwidth is becoming a big concern in telecomunication
designs, as much in cabled or wireless networks as in cellular
communications. One way to solve these bandwidth issues is
to move away from a traditional fixed-bit rate (FBR) codec
scheme toward variable bit rate (VBR).

Variable bit rate (VBR) designates the bitrate used in
audio or video encoding. As opposed to constant bitrate
(CBR) streams, VBR streams vary the output data rate for
each time segment in general. Several strategies have been
proposed to adjust bitrates and studies [1] and [2] about the
limitations associated with rate selection strategies attempt to
integrate perceptual notions in VBR coders. In algorithms [1]
and [2], speech frames are phonetically classified (e.g., as
voiced, unvoiced, or onsets) according to pitch periodicity and
spectral flatness measures. Indeed, shaping the quantization
error according to the masking properties of the human ear
is a common practice in several speech coding standards.
VBR speech codecs offer improved coding efficiency, which is
particularly important for multiple access systems and packet-
switched networks.

Central to VBR coders is the rate-determination algorithm
(RDA).

The existing RDAs have the following characteristics:

This work was supported by Coordenação de Aperfeiçoamento de Pessoal
de Nı́vel Superior (CAPES) with a scholarship and Fundação de Amparo à
Pesquisa do Estado de São Paulo (FAPESP) under Grants no. 2007/08288-2
and 2004/13206-7.

• they employ psychoacoustically-blind statistical metrics
to estimate a suitable encoding bitrate;

• they have little flexibility to differentiate weak fricatives
from background noise;

• they suffer from misclassification of background noise
and speech, particularly, in the presence of high acoustic
noise levels.

Consequently, the VBR codecs either fail to synthesize
both the acoustical noise and active speech with reasonable
perceptual quality or result in higher average bit rates.

Essentially, articles [1], [2], [3] and [4] are based on the sig-
nal by means of voice activity detection (VAD) and throughput
measurements. This means that the RDA algorithms determine
the codec rate following the characteristics of the input signal.

The main contribution of this work is an RDA that selects a
codec rate according to speech quality in the network based on
estimated MOS value. This work not only proposes an RDA,
but it further describes a mechanism for transmitting the MOS
estimate at the terminal across the network to another terminal

The whole setup in Fig. 1 was developed with open source
software and consists of a network emulator, an MOS back
transmitter and an ITU-T speech coder.

An MOS value ranges from 1 for an unacceptable call to 5
for an excellent call.

II. THEORETICAL REVISION

The following describes two objective methods for estimat-
ing quality of the signal transmitted through a network and a

Fig. 1. A general architecture for an RDA
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brief description of P.800, an RDA, the G.726 codec and the
RDA notification system that is responsible for notifying the
rates to be changed.

A. The rate-determination algorithm

The rate-determination algorithm (RDA) [9], [10], [11] and
[12] is a mechanism that depends on some external factors to
be able to switch the current rate to another one.

For the proposed RDA, the control factor is the quality of
the signal at the receiver side.

B. On Recommendation P.862

ITU-T P.862 Recommendation [13] for Perceptual Evalua-
tion of Speech Quality (PESQ) is a tool for the estimation of
speech quality using two input signals: the original signal and
the degraded signal.

PESQ is an objective measurement tool that predicts the
results of subjective listening tests on telephone systems.
PESQ uses a perceptual model to compare the original,
unprocessed signal with the degraded signal from the network
or network element. The resulting quality score is converted to
an estimated Mean Opinion Score (MOS) that should actually
be measured using panel tests according to ITU-T P.800. The
PESQ scores are averaged over a large database of subjective
tests.

The ITU-T selection process that resulted in the standard-
ization of PESQ involved a wide range of conditions, with
demanding correlation requirements set to ensure that it has
good performance in assessing conventional fixed and mobile
networks and packet-based transmission systems.

PESQ takes into account coding distortions, errors, packet
loss, delay and variable delay, and filtering in analogue net-
work components.

This powerful test tool can be deployed in many different
areas of a business, on any speech carrier technology:

• In the research laboratory; providing rapid feedback on
promising areas of signal processing development, valida-
tion of design implementation, ranking alternative design
solutions, providing a higher degree of confidence before
submission to subjective testing;

• In network equipment evaluation; comparing different
vendor offerings and determining their impact on network
performance;

• In network installation and rollout of new technologies;
ensuring that the desired speech quality is being delivered
as the network complexity and loading increases;

• In troubleshooting network and customer problems; de-
termining the scale of the problem, the effectiveness of
the solution.

C. On Recommendation P.563

The model for the P.563 Recommendation [14] is a non-
intrusive one based on signals at a node and taking measure-
ments at the listening side, without requiring any reference
signal.

The P.563 Recommendation is based on the same funda-
mental principles of human hearing used in intrusive methods
such as PSQM, the PAMS and PESQ.

For the estimation of distortions and parameter extraction
an analysis of the vocal tract is performed, the signal and noise
statistics are analyzed by segment of speech, and the signal
interruptions and periods of silence are detected.

D. On Recommendation P.800

The ITU-T P.800 [21] describes several methods and pro-
cedures for conducting subjective evaluations of transmission
quality. The most commonly used method is Absolute Cate-
gory Rating (ACR) test which gives the Mean Opinion Score
(MOS). Degradation Category Rating (DCR) is also used in
some occasions, which gives Degradation Mean Opinion Score
(DMOS).

This work only describes the Absolute Category Rating
(ACR).

1) Absolute Category Rating (ACR): For Absolute Cate-
gory Rating (ACR) listening test, subjects (untrained listeners)
are asked to rate the overall quality of a speech utterance being
tested without being able to listen to the original reference.
The rating of quality is based on an opinion scale as shown
in Table I The average of opinion scores of the subjects gives
the Mean Opinion Score (MOS).

TABLE I
OPINION SCALE FOR ACR TEST

Category Speech Quality
5 Excellent
4 Good
3 Fair
2 Poor
1 Bad

E. On the G.726 speech coder

The original adaptive differential PCM (ADPCM) algorithm
standardized by the ITU in 1984 included only the 32 kbit/s
bit rate, and met the goal of coding speech at half of the
bit rate necessary for G.711 [5] while maintaining the same
speech quality. This version, known as the Red Book ADPCM,
was found to have a flaw in transmitting voice-band data
signals modulated using Frequency Shift Keying (FSK), and
was replaced by another version published in 1988 [6]. At the
same time, 24 and 40 kbit/s extensions were also approved
for the algorithm and published in Rec. G.723 [7]. In 1990,
the two Blue Book recommendations were merged into G.726
[8] with the addition of the 16 kbit/s bit rate. The G.726
algorithm encodes the input 8 bit, A or u-law, PCM samples
into 2-5 bit ADPCM samples. The ADPCM algorithm exploits
the predictability of the speech signals. It uses an adaptive
predictor to predict the present signal sample based on the past
expanded input log-PCM samples. The difference between
the predicted and actual sample is quantized by an adaptive
quantizer using the number of bits allowed by the current bit
rate. The quantizer bits are sent to the decoder where they are
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packed to recover the level codes that point to the quantizer
levels. The difference signal is added to the adaptive predictor
output at the decoder.

F. RDA notification system

We propose a notification system for the RDA rates based
on the MOS estimated at the receiving network node.

According to the change in MOS index it sends notifications
every 20 milliseconds. This transmission period was selected
because it has been used in [16] and [17], via socket (a port
between the implementation process and the transport end-to-
end protocol).

Fig. 2. Message exchange between source and destination

Fig. 2 shows the UDP (User Datagram Protocol) commu-
nication exchanged between source and destination.

The operating principles are based on [18] and further
explained below.

At the receiving node the signal quality is estimated using
ITU-T P.563 recommendation. This MOS estimate is stored
in a variable X and then it is sent to the source point by
a UDP communication, where it is input to the RDA which
selects among the four rates of 16, 24, 32 or 40 kbit/s for the
communication between source and destination.

This algorithm was implemented in C and is based on ITU
G.191 [19] Recommendation.

III. SIMULATION SCENARIO

The experimental setup is shown in Fig. 1, where the
encoded input signal is transmitted to the receiving end point
through the network. The communication between the source
and destination terminal computers is mediated by the Nistnet
software, which has been selected to be the network emulator.
It is a general purpose freeware that is widely accepted by the
network research community. It injects a traffic source which
may be a stream generated from a data file or an interactive
audio stream originating at a microphone. For further detail
the reader is referred to [15].

The network emulator can modify the transmission param-
eters: PDT, PDV, BW, THRU and PLR. It is also possible to
define the route to be followed by the packets.

Since the objective of this work is to evaluate the behavior
of the RDA in different network scenarios and at different
levels of signal quality at the destination node, the encoder
and decoder are isolated in order to facilitate the tests and
the network is supposed to be ideal because the loop for
the retransmission of the MOS estimated is not taken into
account. This avoids possible extraneous impairments to the
operation of the RDA. It was done by the simulation of the
estimated MOS input to the RDA so that the bit rate switches
in accordance with them.

The rate switching scheme is represented in Fig.3. The RDA
Input is a list of different MOS values that represent different
speech quality levels at the end point in order to switch the bit
rate. Additionally, these values are read at each time t. In order
to evaluate the RDA performance, it was performed some
tests each one with a different time t obtaining scenarios with
different number of switching rate during the transmission of
the same speech signal which is T seconds long.

Fig. 3. Simulation Testbed

IV. RESULTS AND DISCUSSION

The MOS is initially estimated at fixed bitrates and com-
pared with the MOS estimated for variable bitrate combina-
tions.

In the simulation tests the performance of the RDA was
evaluated based on the P.563 tool.

Tests were conducted for quality range based on Table I and
the following rate switching rules:

• MOS ≥ 3.7 then rate = 40 kbps;
• MOS ≤ 3.4 or MOS ≥ 3.2 then rate = 32 kbps;
• MOS ≤ 3.2 or MOS ≥ 3.0 then rate = 32 kbps;
• MOS ≤ 3.0 then rate = 16 kbps.
In all cases, the simulation has been performed 20 times

in order to ensure the validity of the results. The standard
deviations (SDs) are reported in Tables II, III and IV.

Table II shows the values obtained for each fixed-bitrate. It
is remarked that all the signals are eight-second long.

Table III shows the MOS estimated for each test scenario
conducted using the RDA that controls the rate of G.726
encoder among the bit rates of 16, 24, 32, 40 kbit/s.

The values displayed in Table III were obtained as the
averages over 6 different audio files repeated 20 times each.
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TABLE II
MOS ESTIMATES FOR FIXED-BITRATES.

RATE (KBPS) AVERAGE MOS SD
40 3.980 0.0098
32 3.906 0.0045
24 3.723 0.0029
16 3.185 0.0036

TABLE III
MOS ESTIMATES FOR DOUBLE-BITRATES.

RATE (KBPS) MOS SD
RATE 1 - RATE 2

40 - 32 3.973 0.0022
40 - 24 3.948 0.0024
40 - 16 3.926 0.0029
32 - 24 3.822 0.0022
32 - 16 3.809 0.0027
24 - 24 3.723 0.0012
24 - 16 3.497 0.0031

These audio files are each eight-second long at a 16 bit sample
resolution and an 8 kHz sampling rate.

Table IV shows the estimates obtained of MOS index for
triple-bit rates.

TABLE IV
MOS ESTIMATES FOR TRIPLE-BITRATES.

RATE (KBPS) MOS SD
RATE 1 - RATE 2 - RATE 3

40 - 32 - 24 3.909 0.0032
40 - 32 - 16 3.362 0.0029
40 - 24 - 16 3.315 0.0037
32 - 24 - 16 3.299 0.0034

The results in Tables II, III and IV are consistent because
they show that when the RDA switches to a lower rate the
MOS estimate decreases too.

Additionally, in an overloaded network the RDA meets
the goal by switching to a lower rate to ensure a good
communication between source and destination points.

Fig. 4. MOS values for different switch time

The MOS estimates obtained by switching to different
coding rates are shown in Fig. 3. For this case the double
bit-rate of 40 and 32 kbit/s was used. It can be observed that

a decrease in switching period entails a decrease in quality
as well. In other words, when the number of rate switchings
increase, the quality of the signal decreases. This trend in the
results agree with [20].

V. CONCLUSION

This work shows that using an RDA based on the quality
of the signal at the reception point there is an improvement in
the use of the transmission channel and hence on the quality
of the transmission of the signal.

The results look reliable since the higher rate corresponds
to the highest quality. It is further concluded that when the
number of rate switchings increase for a given speech signal,
the resulting quality tends to decrease.

The bandwidth can be better used to avoid a network
overload.

It is also observed that the setup can be perfectly reproduced
by other researches because it consists of free tools and their
interconnection makes for an easy implementation.

The continuation of this work is expected to highlight that
variable rate switching results in an increase in MOS estimates
and improved VoIP quality.

Experiments with network noises are planned to measure
the sensitivity of the RDA additional tests will be performed
more tests for evaluating how much each one of the network
parameters (PDT, PDV, BW, THRU and PLR) affect the RDA
performance.
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 Abstract –This paper analyzes and compares packet 
scheduling algorithms for HSDPA that are most likely 
used in different network scenarios. We provide results 
given in average throughput, average delay and fairness of 
the users for each of the schedulers, changing the number 
of the users, radius of the cell and propagation 
environment. The results have showed that the number of 
the users, radius of the cell and propagation environment 
in a given coverage area are very important factors when 
choosing which packet scheduler to use. The obtained 
results provide important information in the process of 
satisfying the desired quality of service for the mobile 
users, and for the vendors who will have to take into 
account factors that are investigated in this paper when 
choosing the packet scheduling algorithm.   
 
   Index Terms ― FCDS, HSDPA, max C/I, RR, 
Scheduling. 
 
 

I. INTRODUCTION 
 

MTS added a new feature in 3GPP Release 5, High 
Speed Downlink Packet Access (HSDPA) in order to 

enhance the bit rates as well as the spectral efficiency. 
HSDPA [1-3] helps to maintain UMTS as a very competitive 
technology to provide high bit rates in mobile 
communications. To achieve the requirements of shorter delay 
and high throughput, three key techniques are added in 
HSDPA: Adaptive Modulation and Coding (AMC), Hybrid 
Automatic Repeat Request (ARQ) and fast Packet 
Scheduling. All of them can be regarded as link adaption 
technologies, which represent the further improvement of 
WCDMA in the fields of variable spread-spectrum and power 
control. 
 One of the most important features of HSDPA is fast packet 
scheduling. Packet scheduling algorithms are not standardized 
by the 3GPP [4]; consequently, these algorithms are vendor 
specific. They are an active research topic in the scientific 
community and many research papers implementing different 
scheduling algorithms have been published [5-7]. 
Nevertheless, HSDPA is likely to implement one of the 
traditional packet scheduler algorithms. These traditional 
algorithms are round robin, maximum C/I, proportional fair, 
minimum bit rate scheduling, minimum bit rate scheduling 
with proportional fairness and maximum delay scheduling. 

Nonetheless, the algorithm will aim to achieve a compromise 
between throughput, coverage and user fairness. 
 Packet scheduling algorithms will have to take into account 
several factors, such as for example free cell/network 
resources (codes and power), traffic class, UE category and 
capability, channel conditions, or buffered data in Node B [7]. 
This fact is used as a motivation in this paper to investigate 
the influence of the number of the users, cell radius and 
propagation environment on the packet scheduling algorithms 
performances. These factors are not enough researched in the 
existing literature, when talking about the performance of the 
packet schedulers.  
 Provided results in the paper are for three packet scheduling 
algorithms that are most popular (round robin, max C/I and 
FCDS), changing the number of the users, cell radius and 
propagation environment. The results are given in average 
throughput and average delay. We provide analysis of 
throughput, fairness and packet delay for different scheduling 
schemes for HSDPA by using simulated scenarios in one cell. 
The main goal is to research the importance of the number of 
the users, cell radius and propagation environment when 
choosing which scheduler to use and to provide results that 
will help in the design process of HSDPA mobile networks, 
aiming to get better throughput and fairness for the users.   

The paper is organized as follows. Section II describes the 
fast packet scheduling algorithms which are used in the 
simulations; section III describes simulation conditions, 
scenario schemes and traffic model. Simulation results are 
presented in section IV. Finally, Section V concludes the 
paper. 

 
II. PACKET SCHEDULING ALGORITHMS 

 
 In this paper we used the three most popular packet 
scheduling algorithms: round robin, max C/I and FCDS.  
 Round Robin scheduler (RR): Users in round robin 
algorithm are served in a round robin (i.e. cyclic order) 
manner. The scheduler selects the user that has not been 
served for the longest time [8-9]. The difference and 
variations of channel conditions for each user is not 
concerned. Although this algorithm doesn’t make any use if 
the instantaneous channel quality of the users and hence may 
suffer from low throughput, it is fair in the sense that each 
user gets the same amount of resources in terms of time slots.  
 Maximum C/I Scheduler (Max C/I): Probably the most 
straightforward and aggressive advanced packet scheduler is 

U
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the maximum-throughput or maximum C/I packet scheduler, 
which always schedules the user with the best instantaneous 
channel quality. The main drawbacks of this scheduler are 
mainly its inherent unfairness and coverage limitations. This 
scheduler essentially ranks all the users according to their 
instantaneous carrier-to-interference (C/I) ratios. This 
scheduler is optimal in obtaining the maximum network 
throughput. In this case, the UE in favorable positions will 
have the highest throughput, but system services may 
unavailable to the users in unfavorable positions. Max C/I is a 
kind of channel-dependent scheduler since the variations of 
radio channel condition is used for scheduling. 
 Fair Channel-Dependent Scheduler (FCDS): It is a more 
practical scheduler which has a strategy that incorporates the 
RR method and the Max C/I method, i.e. it uses variations of 
the radio channel conditions to improve system capacity while 
implementing a degree of fairness. Thus it can be concerned 
as a trade-off between the two extreme scheduling methods. 
 

III. SIMULATION PARAMETERS 
 

 Performance evaluation of the RR, the Max C/I and FCDS 
was based on a discrete event simulations using Network 
Simulator 2 (NS2), version ns-2.30. However, NS2 by itself 
does not support UMTS and HSDPA. Therefore an extension 
to NS2 was used in the evaluation process called EURANE 
(Enhanced UMTS Radio Access Network Extension for 
NS2). Eurane patch for ns-2.30 Eurane-1.12 was used for 
evaluating the above-mentioned scheduling algorithms. The 
simulated environment consisted of one cell where Node B is 
located in the middle of that cell (Figure 1).  
 

   
 
 

 The user is connected to Node B on the downlink by HS-
PDSCH channel that is shared among all users and by HS-
DPCCH on the uplink, which is dedicated for each user. Node 
B is connected to RNC by a duplex link of 622 Mbps 
bandwidth and 15 ms delay. RNC is connected to the Internet 
by a duplex link of 10 Mbps bandwidth and 15 ms delay. 
There is also an FTP server that is connected to the Internet 
by a duplex link of 10 Mbps and 35 ms delay. Two 
propagation environments have been used in these 
simulations which are recommended by the International 
Telecommunication Union: Pedestrian A and Vehicle A 
environments (Table 1).  

TABLE  I 
PEDESTRIAN A  AND VECILUAR A PROPAGATION ENVIRONMENT 

CHARACHTERISTICS 
 

BS Transmission power (dBm) 38 
Base station antenna gain (in dBi) 17 

Linit (distance loss at 1 km) 1.374000e+002 
Iintra (intra cell interference) 30 
Iinter (inter cell interference) -70 

HARQ cycle period 6 
Time delay (TTI) in CQI 3 

Minimum CQI value 0 
Maximum CQI value 30 

 
Table 2 gives the created simulation scenarios for this 

paper, i.e. changing the number of users and distance from the 
Node B for the two propagation environments. For the 
simulated scenario with 20 users on 500 metres distance from 
the Node B, two users are located on every 50 meters distance 
from the Node B. 

TABLE  II 
SIMULATION SCENARIOS 

 
Propagation 
environment Number of users Distance from the 

Node B (meters) 
Pedestrian A 10 500 
Pedestrian A 10 1000 
Pedestrian A 20 500 
Pedestrian A 20 1000 
Vehicular A 10 500 
Vehicular A 10 1000 
Vehicular A 20 500 
Vehicular A 10 1000 

  
 As a traffic source FTP traffic generator is used within TCP 
agent. All cell users cause traffic simultaneously. All users are 
Category 5 users (we use 5 parallel codes per HS-DSCH) with 
achievable maximum data rate of 3.6 Mbps. All users are 
uniformly distributed in the cell. First one is distanced 50m 
from Node B, second one - 100m, third - 150m and so on 
depending on the distance in the simulation whether is 500m 
or 1000m. In Pedestrian A environment users move with a 
speed of 3 km/h on their we can say orbits in respect to Node 
B, and in Vehicular B environment users move with a speed 
of 120 km/h. To current simulations trace files were generated 
using Matlab pre-processing/generation of input trace files for 
the EURANE simulator of ns-2 tool. In EURANE, the input 
power trace files are pre-computed from Matlab scripts, to 
generate the Channel Quality Indicator, a pre-requisite 
parameter P_out is calculated with the following equation: 
 

        )1010lg(*10_ 1010
intint PlossII erra

PTxoutP
+

+−=   (1) 

 
 In the Equation 1, PTx is total transmit power of base 
station, Iintra is the intra-cell interference and Iinter is the 
inter-cell interference. The last parameter Ploss is the total 
path loss which depends on the user’s configuration, 
containing the fast fading, slow (i.e. shadow) fading, distance 
loss and base station antenna gain. All parameters in this 
equation are logarithmic. Thus P_out can be regarded as 
instantaneous estimated signal to noise ratio, SNR, of the 
channel, and further be mapped to an appropriate CQI. The  

Fig.1. The simulated environment 
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a. Pedestrian A propagation environment 

 

 

 
b. Vehicular A propagation environment 

 
Fig.2. Average throughput for 10 users for different cell radius and 
propagation environment 

 

 
a. Pedestrian A propagation environment 

 

 

 
b. Vehicular A propagation environment 

 
Fig.3. Average throughput for 20 users for different cell radius and 
propagation environment 
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limitation of this formula is, however, that the base station 
(Node B) is supposed to operate HS-DSCH only. Hence the 
available transmit power is a constant (set to 38 dBm in 
EURANE Matlab scripts), as it is written in Table 1.  
  Awk was used to process and prepare statistics and plots 
has been made with gnuplot under Linux. 
 
 

IV. SIMULATION RESULTS 
 

A. The impact of the number of the users, cell radius and 
propagation environment on the average throughput for the 
three packet scheduling algorithms 
 
 In Fig.2 and Fig.3 are presented results for average 
throughput changing the number of the users from 10 to 20, 
cell radius from 500 meters to 1000 meters and propagation 
environment from Pedestrian A to Vehicular A in order to 
obtain the best solution for the users. They depict the main 
results obtained from our simulation series for average 
throughput. Our main goal here was to analyze the behavior 
of the average throughput when using 10 and 20 users in the 
cell for the three well known packet schedulers. If we 
compare Fig. 2 and Fig. 3, we can notice different results for 
the average throughput for each of the packet schedulers. 
 If we compare the results for average throughput for 10 and 
20 users in Fig.2 and Fig.3, we can see that the values of 
average throughput are dropping as the number of the users is 
increasing at all three schedulers. The average throughput for 
max C/I and FCDS scheduler is almost the same for the first 
user that is closest to the Node B for 10 and 20 users, but the 
difference is obvious with the other users. When there are 20 
users in the cell, the average throughput drops faster with max 
C/I and FCDS scheduler, compared with a cell with 10 users. 
This is because when the number of the users is increasing, 
the users that are closer to the Node B have better channel 
qualities and automatically have better chance to use the 
system services. We can conclude that max C/I and FCDS 
scheduler is better option for lower number of users in the 
cell. Round robin scheduler has also lower results in average 
throughput when we increase the number of the users. But 
here the values are drastically different at the first user that is 
closest to the Node B when we change the number of the 
users, and then the values for average throughput drops 
slower when we increase the number of the users. These 
differences are more obvious when the radius of the cell has 
lower values.  
 We can conclude that max C/I scheduler is the best solution 
for the scenarios with low number of users, when we want to 
get the best values of throughput. When the number of users 
gets higher, max C/I is good solution only for the users that 
are closer to the Node B and round robin scheduler for the 
users that are more distant from the Node B. From the Fig.3 
we can see that max C/I scheduler although the number of the 
users is high is the best solution even for the users that are 
more distanced from the Node B for the case of 20 users with 
1000 meters cell radius in Pedestrian A propagation 
environment. Only in this case round robin scheduler is not 
the best solution for the users that more distant from the Node 
B, when the number of the users is higher.    

 FCDS scheduler, when increasing the number of the users 
in Fig.2 and Fig.3 is closer to the max C/I scheduler with the 
average throughput values. FCDS scheduler is also closer 
with the average throughput values to the max C/I scheduler 
when we use Vehicular A propagation environment compared 
with Pedestrian A propagation environment. This happens 
because in the simulations the parameter “alpha” which 
defines the amount of weighting used in the FCDS algorithm 
was set to 0.9. A value of 0.0 would equate to the Round 
Robin case, while a value of 1.0 would equate to the 
Maximum C/I case. The value of 0.9 is closer to the value of 
1.0 0 the max C/I case. That’s why when the number of the 
users and the velocity of the users gets higher in the 
simulations, the FCDS scheduler is closer with the average 
throughput to the max C/I scheduler. 
 Cell radius has lower impact on deciding which packet 
scheduler to use in order to obtain better throughput for the 
users. Max C/I scheduler has better average throughput for the 
users when the cell radius is increased. That is not the case 
with round robin and FCDS scheduler which have worse 
values of average throughput when the cell radius is increased 
from 500 meters to 100 meters.  
 Propagation environment has the lowest impact on the 
average throughput at the all three packet schedulers. When 
we compare the Pedestrian A propagation environment with 
Vehicular A in Fig.2 and Fig.3, the curves of the schedulers 
are closer to each other with the values of average throughput. 
The max C/I and round robin scheduler have lower values of 
average throughput for the users when the Pedestrian A 
environment is substituted with the Vehicular A environment. 
That is not the case with the FCDS scheduler which has 
higher average throughput for the users that are closer to the 
Node B, when Pedestrian A environment is substituted with 
Vehicular A environment. However, the overall cell 
throughput for all three packet scheduling algorithms in 
Vehicular A environment is much less than Pedestrian A 
environment because the path loss and multi-path fading 
effects are higher in Vehicle environment since the mobile 
speed is higher.  
 
B. The impact of the number of the users, cell radius and 
propagation environment on the average delay for the three 
packet scheduling algorithms 
 
 The results shown in Fig.4 and Fig.5 represent the values of 
average delay having the same simulation scenarios as in 
Fig.2 and Fig.3. The first obvious result is that average delay 
gets worse as the number of the users gets higher for the all 
three packet schedulers. Max C/I scheduler has the best values 
for average delay for 80% of the users when their number is 
10, the cell radius is 500 meters and the propagation 
environment is Pedestrian A. At the last two users the average 
delay for max C/I scheduler has the worst values of all three 
schedulers in this case. When the number of the users is 20, 
the max C/I scheduler is the best solution when we are talking 
about average delay for 60% of the users, with a cell radius of 
500 meters and Pedestrian A propagation environment. The 
other 40% of the users that are more distanced from the Node 
B have the worst values of average delay between the all three 
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a. Pedestrian A propagation environment 

 

 

 
b. Vehicular A propagation environment 

 
Fig.4. Average delay for 10 users for different cell radius and propagation 
environment 

 

 
a. Pedestrian A propagation environment 

 

 

 
b. Vehicular A propagation environment 

 
Fig.5. Average delay for 20 users for different cell radius and propagation 
environment 
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schedulers. We can conclude that max C/I scheduler is better 
solution when the number of the users is lower for majority of 
the users in the cell, but when the number of the users is 
increasing max C/I is the best solution only for the users that 
are closer to the Node B. But if we observe the graphs in Fig. 
4 and Fig. 5 that represent the average delay values for 20 
users on 1000 meters cell radius, we can point out that max 
C/I scheduler in this case has the worst values of all 
schedulers just for three users in the middle of the cell. That is 
15% of the users and the other 85% of the users have the best 
results when talking about average delay with the max C/I 
scheduler. 
 For the majority of the users when their number is increased 
the best solution for getting lower values for average delay is 
round robin scheduler, as we can see in Fig.4 and Fig.5, no 
matter if the radius cell is 500 meters or 1000 meters, or if the 
propagation environment is Pedestrian A or Vehicular A. The 
FCDS scheduler is the best solution for average delay in the 
all simulated scenarios in Fig.4 and Fig.5 just for the last two 
users most distanced from the Node B. So, we can say that 
choosing FCDS scheduler in these scenarios for average delay 
is the worst decision for the users. 
 As user number augmenting, the scheduler mechanism 
causes more users waiting or queuing on the transmission link, 
so the delay of individual user will increase. Comparing Fig.4 
and Fig.5 we can find that RR scheduler behave much better 
than the other two schedulers in delay results. 
 
 

V. CONCLUSION 
 

 In this paper we have analyzed the impact of the number of 
the users, cell radius and propagation environment on the 
average throughput and delay at the three most popular packet 
scheduling algorithms, i.e. RR, max C/I and FCDS. 
Simulation results showed that various scenarios regarding 
the number of the users, cell radius and propagation 
environment in one cell cause changes in the behavior of the 
packet schedulers performances in average throughput and 
delay. Because of this fact, when choosing which packet 
scheduler to use, we must take into account the number of the 
users in the cell, cell radius and propagation environment in 
the coverage area in order to have better throughput and 
fairness of the users. 
 The results showed that round robin scheduler is the best 
when fairness is a matter of question no matter how man users 
we have in the cell. But, if we want effective use of the 
system sources, max C/I is the best choice to get better 
throughput, but not for all of the users. We concluded also 
that max C/I scheduler is better option when the number of 
the users is lower in the cell. When the number of the users is 

higher, max C/I scheduler has the best average throughput for 
the closer users to the Node B, and FCDS scheduler for the 
further users from the Node B for Pedestrian A propagation 
environment and round robin scheduler for the further users 
from the Node B for Vehicular A propagation environment.  
 From the obtained results we can also conclude that the 
number of the users is the most important factor when 
choosing the adequate packet scheduler, but as we explained 
the cell radius and propagation environment are also 
important factors when deciding the packet scheduler. 
 Having different results for throughput and delay with the 
all three schedulers, we can say that we must negotiate 
between the throughput, delay and fairness of the users in 
order to obtain the optimal quality of service for the users. 
When talking about fairness our results showed that no matter 
how many users are active or how great is the cell radius or 
which propagation environment is used, round robin 
scheduler is the best solution for all users. But when we are 
interested in better throughput for the users in the cell and 
lower delay, we must use max C/I scheduler. But in this case 
the further users from the Node B, especially if the number of 
the users is higher suffer from low throughput. That is why 
we can use here FCDS or round robin scheduler depending of 
the cell radius and propagation environment.   
 The results in this paper can be very useful for the network 
operators when deciding which scheduler to use in different 
real scenarios in mobile HSDPA networks.  
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Abstract— Power Line Communication (PLC) is a technology
that enables data communication over power lines. This paper
presents an evaluation, from the point of view of quality of
service, of the first PLC deployment in the state of Pernambuco
using the power grid of the local electric company, CELPE. The
pilot case is a public school with an aging and poorly maintained
electrical infrastructure. The paper investigates the suitability
of this PLC network for providing real-time applications like
audioconferences and videocalls by measuring the following
quality of service parameters: packet error rate, throughput,
delay, and jitter.

Index Terms— PLC, quality of service, jitter, multipath.

I. INTRODUCTION

Broadband Power Line Communication[1][2], also called
BPL - Broadband over Power Lines, enables communications,
service sharing, information sharing, and Internet access over
power lines, an ubiquitous electric medium found in almost
all homes and buildings.

Electric power lines, however, were not designed for data
communications, and hence it is a medium which adds a large
amount of attenuation and noise to the information signal[3].
Furthermore, in some cases, much of the power lines are also
underground, where they are more susceptible to humidity and
other aggressive agents. To overcome all these impairments,
PLC makes use of a large frequency bandwidth (up to tens
of megahertz) and several flexible communication techniques,
like OFDM (Orthogonal Frequency-Domain Modulation) and
adaptive bit loading.

Many examples of successful deployment can be found
throughout the world. In Brazil, there have been pilot PLC
projects in several cities, among which it can be cited the
cities of Belo Horizonte (MG), Barreirinhas (MA), Vitória
(ES) and Porto Alegre (RS). Presently, Barreirinhas is in its
second phase and Porto Alegre has 2.5 km of network installed
in Restinga, one of the poorest suburbs of the city. Recently,
thanks to a partnership between the Federal University of
Pernambuco - UFPE - and the Electric Power Company of
Pernambuco - CELPE, Recife (PE) also has a pilot project
using this technology, where two test PLC networks were built,
one in laboratory and another in a state school, the latter being
the largest.

From the viewpoint of the end user, quality of service is
an important measure in data networks of its capacity of
guaranteeing user satisfaction[4]. To the best of the knowledge
of the authors, however, there has not been yet a scientific
paper concerning measures of the quality of service for PLC
networks. The goal of this work, then, is to show that, the
aforementioned problems notwithstanding, it is possible to use
the power line infrastructure, even in a harsh environment
typically found in old buildings in cities like Recife, to carry
data, voice and video at high rates with good quality of service.

This paper is organized as follows. Section II gives a brief
introduction to the PLC technology, highlighting its main
characteristics and impairments. It is followed by Section III,
which describes the parameters of interest that, for the pur-
poses of this paper, are used to measure quality of service.
Next, Section IV describes the pilot network deployed at the
state school. Section V presents the results obtained from
the experiments, and lastly the conclusions are presented in
Section VI.

II. POWER LINE COMMUNICATIONS

Power Line Communications, or PLC for short, is a tech-
nology for transmitting information over electric wires at rates
in a wide range that goes from a few hundreds of kilobits per
second to several tens of megabits per second. There are two
main appeals for PLC, both deriving from its use of the power
line infrastructure as a communication medium. The first is the
fact that power lines can be found in almost any building but
the most remote ones, which provides an excellent coverage
area for the service at a small cost for deploying it. The second
related reason is that many electric equipments already need
an electric cable to operate, which, with PLC, can also play
the role of the communication medium, easing the installation
and maintenance of the system as a whole.

The power line infrastructure, however, was designed for
the transmission of low-frequency electric power, and has
several disadvantages for the transmission of high-frequency,
communication-bearing signals. An electrical network has a
topology with a typically large number of branches deriving
from a main cable, none of which is impedance-matched to
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it. This can be exacerbated by an aging infrastructure, where
one can easily find multiple points of corrosion, leaky insu-
lation and faulty electrical installations. Furthermore, those
branches have different, potentially time-variant loads on it
which, likewise, are not matched to the transmission line. All
these impedance mismatches give rise to reflections of the
transmission signal which arrive at the reception end with
amplitude and phase different from those of the original signal.
Hence, even though electric wires are a guided transmission
medium, they have somewhat similar multipath characteristics
as a wireless, non-guided one. This causes the particularly
severe impairment of frequency-selective attenuation, where
some frequencies are more attenuated than others, with deep
nulls in the corresponding transfer function.

Another class of impairment found in PLC is noise, which
can be divided into the following types[5]:
IMPULSIVE NOISE: Noise which may occur at random times

or periodically, but which has short duration and
a high Power Spectral Density (PSD). It can be
subdivided into periodic and aperiodic impulsive
noise, with the former including noise occurring
synchronously with the mains frequency (60Hz in
Brazil) and asynchronously.

NARROBAND NOISE: Modulated sinusoidal signals generated
by various radio-emitting sources and received by
the unshielded electric wires.

BACKGROUND NOISE: Noise with a relatively low PSD,
caused by a summation of many low power noise
sources.

Lastly, another constraint in PLC is caused by the fact that
unshielded electrical wires act as a radiating antenna, and
thus can cause interference in other nearby equipments. To
avoid this interference, it is necessary to place an upper limit
on the transmitting power, which, in consequence, constrains
the maximum rate at which information can be transmitted,
according to Shannon’s theorem.

To overcome all these limitations, OFDM is usually em-
ployed in PLC[6]. OFDM is a multi-carrier modulation, i.e.,
it divides the available bandwidth into many non-overlapping
sub-carriers with a smaller bandwidth. It then partitions the
information bits to be transmitted and impinges them into
those sub-carriers, each transmitted at a low rate to satisfy the
constraint on the sub-carrier bandwidth. However, even though
each sub-carrier data rate is low, their overall aggregate rate,
which is the data rate for the OFDM system, is proportional
to the original available bandwidth, and can be quite high.
Moreover, one can balance the distribution of the data bits to
match the signal-to-noise ratio (SNR) of each sub-carrier (a
procedure called bit-loading) allocating more bits to those sub-
carriers with a higher SNR and therefore optimizing the use of
the channel. This characteristic of OFDM is quite valuable for
channels with a transfer function varying in frequency, where
some frequencies are more attenuated than others, as in PLC.

Beside this adaptive behavior, there is another advantage
to the fact that the sub-carriers are independent. Since the
noise affecting PLC, including impulsive noise, is inherently

narrowband, only a few sub-carriers are affected by them,
which limits the errors the noise can produce. For these
reasons, OFDM is one of the most used modulations in PLC.

III. PARAMETERS OF INTEREST

Although the definition of quality of service can vary
significantly depending on the field of work, for the purposes
of this paper it will mean four parameters, namely, throughput,
delay, jitter, and packet error rate, defined as follows:
THROUGHPUT: The data rate, at the TCP (Transmission Con-

trol Protocol) level, achieved by the system from
one point to another, measured in bits per second.

DELAY: Also called latency, it is the average time a packet
of data takes to travel from one system to another
over the network.

JITTER: The mean absolute deviation of the difference
in the delay between packets in a flow of data
from one system to another. This is the definition
used by the Internet Engineering Task Force RFC
1889[7]. Also named Packet Delay Variation.

PACKET ERROR RATE: The expected fraction of transmitted
packets that are received in error. For the purposes
of this paper, this also includes missing packets
which were transmitted but never made through
to the end user.

The above definitions can be made more precise using a
mathematical notation. Let tdi

and tai
be the departure and

arrival time, respectively, for packet i, for i = 1, 2, . . . , n,
and let bi be its size in bytes. Define the inter-arrival time di

for packet i as the difference between the sending and arrival
times, di = tai

− tdi
. The throughput T can be defined then

as
T =

∑n
i=1 bi

tan
− td1

,

while the delay D can be expressed as the average of the
inter-arrival times,

D =
1
n

n∑

i=1

di.

To find an expression for the jitter J , let ∆i be the difference
between the inter-arrival times for packets i + 1 and i, i.e.,

∆i = di+1 − di, i = 1, . . . n− 1.

Then, J , by the definition above, is

J =
1

n− 1

n−1∑

i=1

|∆i −∆|,

where ∆ is the average inter-arrival time, i.e.,

∆ =
1

n− 1

n−1∑

i=1

∆i.

It should be noted that this is not the only possible definition
for jitter. Another definition is, for example, as the standard
deviation σ of the inter-arrival times di. In this paper, however,
the first definition will be used.
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Each of these parameters has a range of admissible values
for a given application. For the present work, the main appli-
cations are audioconferences and videocalls using the software
Skype, which have some stringent real-time requirements. For
the delay parameter D, for example, the acceptable range
is up to 250 ms to avoid it being noticeable to the user[8].
Jitter is even more problematic, as too much jitter may make
jitter compensation mechanisms ineffective, causing defects
on the audio or video arriving at the end user. Jitter values
up to 75 ms are considered to be of good quality, and up
to 125 ms of medium quality. For the packet error rate
parameter, packet loss of up to 1% is considered acceptable
as many voice encoders can handle these values[9]. Finally,
based on the audio and video codecs used by Skype, the
throughput requirement for audioconferences is 10 kbps and
for videocalls, 30 kbps.

IV. TEST SETUP

The PLC network at the state school, depicted in Figure 1,
is built on an aging underground three phase electrical infras-
tructure and makes use of equipments called master, repeater,
and modems (CPE). These equipments were manufactured
based on Mitsubishi technology and operate as layer 2 network
equipments. The master equipment and the repeaters work in
a similar way as an Ethernet switch, with the basic difference
of using electrical wires as the transmission medium.

Fig. 1. The Deployed PLC Network at the State School

As shown in Figure 1, the entry point of the PLC network
is the master equipment, which is physically located at the
utility pole with the transformer closest to the school. It has
a standard IEEE802.3 Ethernet port and so it can make the
bridge between the external (Ethernet) network and the PLC
side, injecting the PLC signal into the power network.

The signal propagates over the wires and reaches the first
repeater, located at the entrance of the school. This repeater
has two goals. The first, as with any repeater, is to regenerate
the signal to increase its range, allowing it to reach the end

user with as few errors as possible. The second goal is to
bypass the power meter, which could otherwise introduce a
large unwanted attenuation to the PLC signal. At the user
end, the modems receive the signal directly from the electrical
outlet and deliver it to the corresponding computer through an
UTP (unshielded twisted pair) cable.

Inside the school, the power lines are underground, ill-
maintained and under the high temperature and high humidity
conditions commonly found in many regions in Brazil, which
made it necessary to use another repeater near the computers.
This repeater injects the signal in only one of the three phases,
but, through mutual induction, the signal is passed to the power
lines of the other phases, allowing a computer plugged in any
phase to receive the signal.

To realize the measures of the quality of service parameters,
four experiments were performed. In the first, raw TCP packets
were sent from one computer in the PLC network to another
connected after the master equipment, slowly increasing the
data rate until the channel was saturated. The second exper-
iment was similar to the first, but it used raw UDP (User
Datagram Protocol) packets which were sent at several fixed
rates. The third experiment consisted in four users, one outside
the PLC network and the others each at its own computer
inside the network, making an audioconference among them.
The outside user played a standard audio and the three users in
the PLC network captured the incoming and outgoing packets
for later analysis. In the fourth experiment, similar to the third,
two users at different computers in the PLC network performed
a videocall instead.

The analysis for the last two experiments was done based
on the correlation between the outgoing packets on the trans-
mitting computer and the incoming packets on the receiving
one. This correlation allowed the identification of the departure
and arrival times for each IP (Internet Protocol) packet in
a datastream. The UDP/IP fields of packet length and UDP
checksum were used in the correlation. For each source packet,
the values for these two fields were used to search among the
destination packets, choosing the one with the same values.
Any ambiguity was resolved by choosing the destination
packet closest in time to the source packet in question.

If both computer’s clock were perfectly synchronized, the
above information would be enough to compute the parameters
described in Section III. This, unfortunately, is rarely the
case. To overcome the problem of clock synchronization, the
minimum inter-arrival time (computed as indicated in the
previous section) in a given datastream was subtracted from all
inter-arrival times in the datastream, effectively making them
relative times. Independent measures of the round-trip time
for ping packets indicate that the minimum inter-arrival time
(excluding clock synchronization) should be between 5 to 10
ms. This should be borne in mind when reading the delay
results in the next section.

V. RESULTS

The results obtained are as follows. Packet error rate (which
includes packet losses) was measured for the third and fourth
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experiments, where overall more than 450000 packets were
transmitted. These packets were divided between the three
phases, with phase C receiving about 40% less packets than
the other two. The actual values are given in Table I.

TABLE I
PACKET ERROR RATE RESULTS

Phase Number of
Packet Errors

Number of
Packets

Packet Error
Probability

A 40 170143 2.35·10−4

B 3 187049 1.6·10−5

C 5 108420 4.6·10−5

From these values it can be seen that, even for the worst
case, i.e., phase A, packet error rate is not a problem for the
applications considered in this paper.

Regarding the throughput, the values for a series of ten
runs for each of the three phases, measured when there was
no other activity in the network, are shown in Table II. The
results show that PLC should be able to accommodate a fairly
large amount of simultaneous audio and videocall, as well as
file transfers of moderate to large sizes.

TABLE II
THROUGHPUT VALUES

Phase Throughput (Mbits/s)
A 3.89
B 4.36
C 3.06

Jitter was measured both in the second experiment, where
raw UDP packets were sent from one computer in the network
to another, and for the audio and videocall experiments. All
tests were done on an idle network. In the first case, the
application iperf was used with three fixed data rates (300,
600 and 1000 kbits/s), and the jitter for the three runs in all
three phases were recorded. Iperf uses the RFC 1889 definition
for jitter as given in Section III. The average jitter for the three
runs is shown in Table III.

TABLE III
JITTER VALUES

Phase 300kbits/s 600kbits/s 1000kbits/s
A 9.42 ms 12.01 ms 11.02 ms
B 9.50 ms 12.99 ms 11.81 ms
C 10.05 ms 13.10 ms 11.13 ms

For the audioconference, the jitter was measured at the
receiver on all three phases. The delays were also computed.
The results for the audioconference are shown in Table IV. As
can be seen, even taking into account the fact that the delay
times are relative, as described in the previous section, the
results are well within the constraints specified in Section III.

For videocalls, the results were similar to the results for
audioconference, and are within the acceptable limits. Table V
lists the jitter and delay results.

TABLE IV
AUDIOCONFERENCE RESULTS

Phase Delay (ms) Jitter (ms)
A 17.8 13.92
B 26.17 14.21
C 19.86 13.48

TABLE V
VIDEOCALL RESULTS

Phase Delay (ms) Jitter (ms)
A⇒C 19.97 13.86
C⇒A 16.83 10.05
B⇒C 36.76 17.54
C⇒B 35.75 17.53
B⇒A 28.97 14.84
A⇒B 27.46 14.50

VI. CONCLUSIONS

These results all satisfy the quality of service parameters
mentioned above in Section III and hence indicate that a PLC
network should be able to accommodate audioconferences and
videocalls with good quality of service, even in harsh condi-
tions as those found in old buildings. Since the power electric
infrastructure is one of the most important infrastructure with
the greatest social penetration, this paper shows it can provide
these and other services that require broadband communication
to a wide public without the need for cabling deployment, an
important advantage for a country like Brazil.
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Abstract—The IEEE 802.16 standard aims to define a
metropolitan wireless broadband access network technology. It
introduces several advantages, including the support for QoS at
the MAC layer. To ensure the fulfillment of the QoS requirements
to the applications, must be defined an algorithm to efficiently
distribute resources. Whereas the dynamic and unpredictable
nature of the converging network, this work proposes a new
approach to distribute bandwidth in the 802.16 network downlink
channel. As an alternative to traditional analytical solutions,
the presented approach is based on fuzzy logic. As advantage,
fuzzy approach provides greater flexibility and generality to the
solutions due to it low specificity and by allowing the inclusion
of ad hoc decisions.
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I. INTRODUCTION

The IEEE 802.16 standard aims to define a metropolitan

wireless broadband access network technology. It introduces

several advantages, including the QoS support at the MAC

layer. Nevertheless, in many aspects, the document concerns

only about what “to do”, but do not specifies “how to do”.

Thus, features such as admission control, traffic policing and

packet scheduling are left as the responsibility of imple-

menters. Among all features, the packet scheduling can be

considered the one that most influences the system perfor-

mance. An efficient scheduling algorithm is essential to ensure

that the QoS requirements are fulfilled.

Although the standard IEEE 802.16 provides facilities to

support QoS, it is important to emphasize that, in this context

of convergence technology, the traffic on the network is

increasingly unpredictable and dynamic. This is consequence

of the service sophistication. In this context, generally, the

quality of service assurance mechanisms does not have exact

information and in time about the controlled communication

system. These factors contribute to make the analytical mod-

eling, tool widely adopted in solutions in this area, a very

complex task.

In scenarios like this, complex and full of inaccuracy, the

fuzzy modeling can be considered a more attractive alterna-

tive than the conventional approaches. As advantage, fuzzy

approach provides greater flexibility and generality to the

solutions due to it low specificity and by allowing the inclusion

of ad hoc decisions. Overall, the fuzzy logic allows the use of

human causal knowledge allied to the approximate reasoning,

it being a means of reproducing the ability of a human operator

in decision making [3], [7], [11].

The general objective of this paper is to contribute to the

QoS architecture in WiMAX networks. Whereas the dynamic

and unpredictable nature of the converging network, this work

proposes a new approach to distribute the bandwidth in the

IEEE 802.16 network downlink channel. As far as the author

is aware, this is the first work that proposes a fuzzy approach

to deal with this subject. As expected result, the proposed

scheme must be able to distribute available resources among

different service classes in a fair manner, adapting to the

dynamics of the network and taking into account the different

QoS requirements. This work has as significant contribution

the study of fuzzy approach to deal with QoS in WiMAX

networks as an alternative to traditional analytical solutions.

The remaining of this paper is organized as follows: Section

II shortly describes IEEE 802.16 standard, especially QoS-

related aspects; Section III describes the strategy based on

fuzzy logic to support different kinds of service, including

multimedia services; Section IV presents the numerical results

obtained in a simulation model to WiMAX networks; finally,

Section V brings the main conclusions of the paper.

II. THE IEEE 802.16 STANDARD

The architecture of an 802.16 network is composed by

two basic elements: SS (Subscriber Station) and BS (Base

Station). The BSs are arranged in a cellular topology, as in

mobile telephony. The standard considers the PMP (Point-

to-Multipoint) mode operation and TDD (Time Division Du-

plexing) duplexing technique. In the TDD mode, the channel

is segmented in the time with fixed-size frames. Each frame

is divided into two sub-frames: one for the DL direction

and another for UL direction. The BS dynamically controls

the duration of these sub-frames in accordance with the

demand for bandwidth in each direction. Specifically, the DL

is broadcast channel and is used by BS to transmit control

information and data addressed to some SS in its coverage.

The BS maps the traffic in segments of time to send it into a

TDM signal (Time Division Multiplexing) [4].
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The IEEE 802.16 standard provides mechanisms to support

QoS in both directions of communication. For this, the MAC

layer is connection-oriented in the sense that all communica-

tion is established through a negotiated connection between

each SS and the BS. Each connection receives a 16 bits

identifier named CID (Connection ID), it being this the main

QoS mechanism defined by the standard. The CID can be

considered as an identifier even for connectionless traffic like

IP, since it agregates itself information about the destination

and the flow context [1].

All PDU (Protocol Data Unit) is mapped into objects named

by standard as service flow. This object can be interpreted as a

transport service of MAC layer, which provides unidirectional

transport of packets in both DL and UL channels. Each flow

has a unique identification, the SFID (Service Flow ID), which

is associated with the corresponding CID. In addition, the

802.16 MAC specifies four different service classes, which

define QoS levels: Unsolicited Grant Service (UGS) - specifies

the CBR (Constant Bit Rate) traffic, such as VoIP without

silence suppression; real time Polling Service (rtPS) - suitable

to real time data flow with variable packet size, such as MPEG

video and interactive games; non real time Polling Service

(nrtPS) - represents applications that are not in real time but

need a higher service level than the “best effort”, as FTP

(File Transfer Protocol); Best Effort (BE) - uses the remaining

bandwidth, some examples are HTTP and Telnet protocols.

The service flow is classified into one of these classes.

The MAC layer is also responsible for resource distribution,

task originally held in upper layers. The bandwidth allocation

is made on demand and it follows the priority attached to

the service flow. Specifically, the DL channel scheduling is

made according to instant demand perceived in the queues

that receives packets from the core network. While the SS

does not know in advance the traffic demand generated by

remote application, it can not require DL bandwidth sending

messages to the BS. Therefore, only the BS can determine

how the DL resources are distributed among the SSs.

III. FUZZY STRATEGY

Noting the class of service descriptions in IEEE 802.16

standard, it is possible to classify them into two major groups:

UGS and rtPS services represent real-time applications and

nrtPS and BE the non real-time applications. The first group

of applications is delay sensitive but is tolerant to packet loss,

unlike the second, which is tolerant to delays but packet loss

sensitive. The QoS mechanisms must to fulfill these and others

requirements. Nevertheless, to achieve success, the control

should be end to end; that is, must be applied at each node

along the route between the end hosts.

The scope of this work is restricted to the DL channel

between the BS and the SSs covered in a IEEE 802.16 cell.

Based on the services characteristics previously presented,

the goal is to contribute to the role of WiMAX node in the

task of end to end QoS control. To that end, the proposal

aims to mitigate the delay in the UGS and rtPS queues and

packet loss in the nrtPS and BE queues. The strategy adopts

fuzzy logic to dynamically decide the best configuration for

the bandwidth distribution, taking account the total resource

available, the priority among the classes and the state of

queues. The Figure 1 illustrates the schematic model of this

proposal.

Fig. 1. Strategy to distribute resources among the class services.

This strategy was implemented as part of the QoS architec-

ture developed on [1]. In this same work, also was developed

to the NS-2 (Network Simulator 2) a simulation model with the

main functionalities of WiMAX networks. For this reason, the

strategy in this paper was implemented aiming its integration

with the simulation model. Thus, it is possible to validate

the strategy and evaluating it performance with respect to the

fulfillment of QoS restrictions associated with each service

class. Each of the modules is summarized below.

A. Packets Classification

The packets that cross the BS MAC layer are mapped to the

corresponding queue as stated by the adopted classification

parameters. This work uses the IP destination together with

the service class. When the packet is inserted into the queue,

it is marked with a timestamp value to permit the computation

of monitored parameters.

The queue design at BS is composed by M UGS priority

queues, M rtPS priority queues, M nrtPS priority queues and

a BE FIFO queue. M is the number of SSs served by the

BS, which means that, for each SS, there is a priority queue

for each service class different of BE. The queues capacity

is finite and adjusted according to the proposed simulation

scenario. Finally, the queues are separated in groups: UGS

sources, rtPS sources, nrtPS sources, BE sources.

B. Queue Management

To achieve the established goals, the average waiting time

of UGS and rtPS queues and the occupancy of nrtPS and

BE queues are monitored by the module Queue Manager.

These measures are represented respectively by the variables
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W i
q UGS , W i

q rtPS , N i
nrtPS , NBE where i indicates the i-th

queue on each service class. The measurement is carried out in

a multiple of TDD frame number, and its duration is specified

to adapt to the network dynamics.

The queue delay of each packet is computed when it is

sent. The current time (moment of packet transmission) minus

the timestamp mark (moment of packet arrival) is the queue

delay value. The queue delay of each packet is accumulated

during the measurement interval. The average delay during

the interval is the value of delay accumulated divided by the

number of packets sent. Moreover, a counter is associated to

each queue to compute its occupancy. At last, is computed

the average of associated measures to each group of queues.

Thus, four new parameters are obtained:

• Wq UGS :average among UGS queue delays;

• Wq rtPS : average among rtPS queue delays;

• NnrtPS : average among nrtPS queue occupancies;

• NBE : BE queue occupancy.

The module adopts a hysteresis mechanism for network

monitoring. Such mechanism is based on the configuration

of two thresholds (upper, lower) for each parameter described

before. These thresholds are used as a criterion to determine

whether some event occurred on the network and it requires

the bandwidth redistribution. There are four possible events:

under-allocation, over-allocation, inactive class and active

class. The under-allocation event occurs when some of the

calculated parameter exceeds the corresponding threshold. The

over-allocation event occurs when one or more parameters is

between its upper and lower thresholds while at least another

one is below of it threshold. In the end, when consecutives

measures of the same parameter change from non-zero to zero

means that, at least in this frame, there are not packets on the

corresponding queues waiting to be transmitted. In this case,

the class is inactive. Otherwise, when a parameter associated to

a class changes from zero to non-zero in consecutive measures,

the class is active and needs resource. The Figures 2 and 3

reflect in algorithms the presented ideas.

If it was identified any of the previous events in the

network, the Fuzzy Allocator module is driven to reallocate

the bandwidth among service classes. This mechanism and

the measure interval avoid the Fuzzy Allocator module be

executed every frame. This reduces the computational load.

Thus, if the traffic profile in the network does not change

over the time, only the circular scheduling on queue level is

executed.

C. Fuzzy Allocation

The Fuzzy Allocator module is a kind of expert system

whose input and output spaces are composed, each one, by

four linguistic variables: Wq UGS , Wq rtPS , NnrtPS , NBE to

the input space and BWUGS , BWrtPS , BWnrtPS , BWBE to

the output space. The input variables, described in the previous

section, are presented to the module when it is executed.

The output variables are the decision object of the resource

distribution strategy. They represent the fraction of the total

bandwidth available reserved for each service class.

Fig. 2. Algorithm responsible for determining the occurrence of an event.

Fig. 3. Algorithm responsible for puting in action the fuzzy allocator in case
of any event detected.

The fuzzy partition of each mentioned variables and its

membership functions settings are designed to suit the char-

acteristics of the network where the system will be deployed.

This work adopts triangular and trapezoidal functions whose

advantages are the simple and efficient implementation, usu-

ally without loss to the quality of results that justify the use

of more complex functions [2], [6]. The set of linguistic terms

to the variables is formed by the values “low”, “medium”

and “high”. This is the minimum number of words needed

to model the problem and it leads to a minimum number of

rules for the decision. It followed the usual strategy of fuzzy

modeling, in other words, starting with the simplest structure.

More elaborate models, with higher number of terms and more

complex functions, may be employed if is necessary to refine

the control over the system.

It is important to emphasize that the settings for each input

variable, reflected in their respective membership functions,

aim to translate the particular characteristics of applications

that it represents. Furthermore, the guidelines to set the output

variable is exclusively the priority among the classes.

The criterion used to model the membership functions

related to the Wq UGS and Wq rtPS variables was based on
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the delay restrictions presented in [5] and the ITU-T G.114 [9]

recommendation. Both works define similar ranges of delay

to characterize service levels. Nevertheless, the values in the

documents refer to the total delay, in other words, the sum

of all categories of delay along the path between the end

hosts. So, this work adopts fractions of these intervals to

qualify only the delay in BS queues. As the fuzzy partitions,

these intervals are parameterized and adjusted according to

the definition of service levels admitted to the network. The

Figure 4 indicates the membership functions associated to the

corresponding linguistic terms.

Fig. 4. Fuzzy partitions to the input variables: (a) Wq UGS , (b) Wq rtPS

The Figure 5 shows the membership functions of NnrtPS

and NBE linguistic variables. To these shapes was used

the RED (Random Early Detection) algorithm [5], [10] as

guideline. However, in this solution the RED intervals indicate

the level of resources that is necessary to avoid packet loss.

Fig. 5. Fuzzy partitions to the input variables: (a) NnrtPS , (b) NBE

The Figure 6 presents the membership functions of output

variables BWUGS , BWrtPS , BWnrtPS e BWBE . It is worth

mentioning that may be established other criterion to set the

membership functions, from both the input as the output

space. The configuration must be such that the fuzzy system

reproduces the expert knowledge on the particular environment

where the system will operate.

Fig. 6. Fuzzy partitons to the output variables (a) BWUGS , (b) BWrtPS ,
(c) BWnrtPS , (d) BWBE .

To map all possible state combinations, the rule base has 81

entries. In principle, the base construction was empirical. For

each input, an expert evaluates what should be the output.

In other words, for each combination of input variable is

evaluated which should be the instance (“low”, “medium”,

“high”) to each output variable in order to suit the demand

as better as possible. Next, with the simulation environment,

the base has been adjusted gradually, evaluating the parameter

measures and the traffic applied. When the expert noted that

the resources allocated to each class could be better distributed,

the rules triggered on this specific allocation were revised.

After the defuzzification stage, the sum of the resource

percentages allocated to each class is not necessarily equal

to 1. Moreover, even when is verified an inactive class event,

bandwidth is allocated to this class. This happen because the

adopted defuzzification process and others tested to this work

never reaches the extremes of decision, that is, it never permits

the values 0.0 % or 100.0 % of allocation. The explanation

for the COG (Center of Gravity), method used in this study,

is quite intuitive, since the center of gravity of a flat compact

surface, as are the fuzzy sets obtained after the inference

process, will never be in one of its bounds. Thus, the scalar

value calculated, abscissa of the center of gravity, does not

reach neither 0 nor 1.

To solve these issues, the fuzzy expert system was comple-

mented with a pos-processing block. In this block, the values

of allocation are normalized so that the sum of resources

is exactly 100.0 % of available bandwidth. Additionally, the

resources allocated to inactive class are redistributed equally

among the active class.

D. Schedulers

Resources allocated to each class are shared among it

queues. In principle there is no priority among the queues

within the same class and the resources are distributed in a
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circular manner, specifically RR (Round Robin) discipline. To

avoid starvation, the scheduling at the next TDD frame starts

from the last queue served at the last frame. This is important

especially in a scenario of statistics QoS (situation in which

the demand may exceed the level of resources in some moment

of operation).

IV. NUMERICAL RESULTS

Several scenarios were developed in order to validate the

strategy and evaluate its performance with respect the QoS

requirements compliance. Two of these scenarios are presented

below. In both, the measurement interval fixed to the Queue

Manager module is 10 MAC frames. In these tests there were

not packets losses. The thresholds values set for the input

variables are listed in Table I.

TABLE I

THRESHOLDS VALUES FIXED TO THE HISTERESIS MECHANISM.

Threshold Value

upper UGS 3.00 ms
lower UGS 1.00 ms
upper rtPS 6.00 ms
lower rtPS 3.00 ms

upper nrtPS 40.0 %
lower nrtPS 20.0 %
upper BE 60.0 %
lower BE 30.0 %

A. Scenario 1

The objective of the first scenario is to allow a better

understanding of how the membership functions configuration

determines the interpretation of the subjective term “priority”.

Thus, it is possible to realize the behavior of the bandwidth

allocation when two or more classes need resources during the

simulation. Applications classified as UGS and BE are applied,

classes with opposite priorities on IEEE 802.16 standard. Each

application generates traffic with a load proportional to the

bandwidth available. Three simulations are carried out, each

one with 60 seconds: the first one, the priority of BE is greater

than that of UGS, the second one, the priorities are equal

and the third one, the priority of UGS is greater than that

of BE. For each simulation, it is configured a set of output

membership functions, as presented on section III-C. Each set

function reproduces a priority order among the classes. The

same base rule is used on the three simulations. Moreover,

in this scenario, the hysteresis mechanism operates observing

only the under-allocation event. The Figure 7 illustrate the

network defined and the Table II summarizes the traffic

parameters.

TABLE II

TRAFFIC PARAMETERS TO THE FIRST SCENARIO.

Class Application SS Start-Finish (s) Load

UGS VoIP SS2 5− 30 10.0 %

UGS VoIP SS2 5− 30 20.0 %

BE Telnet SS4 20− 40 60.0 %

Fig. 7. Network to the first scenario.

From the figures below, it is possible to observe that the

configuration of the priority order directly influences the

values of weights assigned, hence the values of the monitored

parameters. Specifically, the delay reaches 3 ms due to the

threshold configured to the hysteresis mechanism, as can be

seen in Figure 8. From this point, the Fuzzy Allocator module

is executed, as Figure 9 shows. Observing simultaneously the

Figure 8 and 9, it is possible to realize that the delay on UGS

queues fall to 0 ms after the bandwidth redistribution. The

simulation in which UGS has higher priority (dark blue line),

the rate at which the delay decays is more accentuated, agree-

ing with the larger allocation (85.0 % of the DL bandwidth).

As the priority UGS decreases, also decreases the amount of

allocated resources (blue line indicates 76.0 % and light blue

line 67.0 %), and consequently the rate at which the delay

falls.
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Fig. 8. Average waiting time of UGS queues.

For the BE class, the correlation between weight and moni-

tored parameter is still more explicit. The Figure 10 points that

the occupancy level of BE queue reaches the upper threshold

on different instants, depending on the configuration of priority

term. This occurs because the Fuzzy Allocator was executed

when the UGS parameter reaches its upper threshold, as

explained earlier. From this instant, the simulations pass with

different allocations values. At time 23.2 s, moment of this first

resource redistribution, the Figure 10 presents a breakpoint.

From this point, the velocity at which the occupation of BE

queue occurs depend on the amount of resources reserved to

this class. According to the Figure 11, when BE has highest
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Fig. 9. Proportion of resurces reserved to UGS class.

priority, light blue line, more resources are available for this

class, so the occupancy level of the queue grows more slowly,

reaching the upper limit (0.6) of the hysteresis mechanism

later. The same thought can be extended to the others two

simulations.
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Fig. 10. Occupancy on BE queue.

The Figure 11 also indicates that the second fuzzy system

execution on each simulation occur at 31.3 s, 33.4 s and

36.8 s; points on dark blue line, blue line and light blue line,

respectively. Its important to point out that the UGS traffic

stop at 30.0 s, so when the allocator is set in action again, all

bandwidth is assigned only to the BE class, as can be seen

on Figure 11. For this reason, the Figure 10 shows that the

rate at which the occupation falls is the same for all three

simulations. Another point must be observed: from instant

40.0 s, the occupation falls in greater speed, evidenced by

the breakpoint on lines of Figure 10. This occurs because the

traffic BE ended exactly at this moment.

The previous discussion permits to conclude that the pro-

posed fuzzy system reserves more resources to the class with

higher priority, as expected. It is important to note that the

priority level assigned to each class can be configured not

only on the base rule but also on the membership functions.

The fuzzy term “priority” can be interpreted in endless ways,

and that subjectivity may be reproduced in the memberships

functions of output space, for example. In summary, the

adjustment can be made as the distinguishing characteristic

of the environment to which the system was planned.
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Fig. 11. Proportion of resurces reserved to the BE class.

B. Scenario 2

This second scenario simulates applications of all IEEE

802.16 classes. Each class demands 20.0 % of the bandwidth

during all the simulation time. In different intervals the UGS

and BE classes demand another 20.0 % of the bandwidth,

adding up a demand of 40.0 % for each of this two classes

during the specific interval. These service classes represent ap-

plications with different QoS requirements and with different

priorities. Hence, the objective of this scenario is to verify the

fuzzy strategy performance on serving different applications

with pretty distinct characteristics in case of peaks of demand.

In this context, the necessary resources must be allocated to the

classes at its higher demand moment, always taking account

the priority, the total resources available and state of queues.

The Figure 12 illustrates the network defined and the Table II

summarizes the traffic parameters.

Fig. 12. Network to the second scenario.

As soon as the simulation begins, the Figure 17 indicates

that occur the first executions of Fuzzy Allocator. The occu-

pancy measurement of nrtPS queues changes from different of

zero to zero, and right away change to different of zero again.

The result of this last allocation is as follows: UGS, 39.2 %;

rtPS, 29.4 %; nrtPS, 20.3%; BE, 11.1 %. This weights remains

for several seconds, as can be seen in the Figure 17.

At the 8.3 s of simulation, the last configuration changes

cited. With a accentuate difference between demand and

resources, 40.0 % e 11.1 % respectively, the BE queue oc-
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TABLE III

TRAFFIC PARAMETERS TO THE SECOND SCENARIO.

Class Application SS Start-Finish (s) Load

UGS VoIP SS1 0− 60 20.0 %

UGS VoIP SS3 30− 50 10.0 %

UGS VoIP SS4 30− 50 10.0 %

rtS MPEG Streaming Audio SS1 0− 60 8.0 %

rtS MPEG Streaming Audio SS2 0− 60 12.0 %

nrtPS File Transfer SS3 0− 60 15.0 %

nrtPS File Transfer SS4 0− 60 5.0 %

BE HTTP SS1 0− 60 15.0 %

BE Telnet SS2 0− 60 5.0 %

BE HTTP SS3 0− 20 12.0 %

BE HTTP SS4 0− 20 8.0 %

cupancy grows quickly, as Figure 16 presents. For this reason,

consecutive allocations increase the amount of resources to

BE as the occupancy grows. These allocations mitigate the

occupancy rate in BE queue, but are still insufficient. After

20.0 s, finish the BE flows to SS3 e SS4 and the demand of

this class comes back to 20.0 %. Thus, the occupancy begins

to fall and, proportionally, also fall the resources reserved to

BE. At the end of this series of allocation, exactly at 27.4 s

of simulation, the fixed configuration is: UGS, 29.0 %; rtPS,

21.8 %; nrtPS, 20.1 %; BE, 29.1 %.

The sum of 29.0 % of resources is sufficient to cover the

initial demand of 20.0 % of the UGS class. Therefore, the

delay average remains 0 ms until the moment when new

sources add another 20.0 % of demand (30.0 s of simulation).

When the delay reaches the threshold set for the class (1 ms),

as can be verified on Figure 13, consecutives redistributions

increase the resources to the UGS class, illustrated on Fig-

ure 17. Comparing the Figures 13 and 17, can be noted that as

the amount of resources increase, the delay growth decreases.

When the UGS traffic stop, the average delay falls to zero.
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Fig. 13. Average waiting time of UGS queues.

The rtPS demands remains constant throughout the simu-

lation, 20.0 % of available bandwidth. During almost all the

time, the amount of allocated resources exceeds demand and

that is why the average delay in rtPS queues remains within

a range between 0 and 0.13 ms, according to Figure 14. The

exception is the interval between 39.0 s and 51.5 s, a period

in which the sum of resources is slightly below the demand,

according to Figure 17. In this case, the rtPS delay begins

to grow, reaching a peak of 0.74 ms. It is worth mentioning

that the fuzzy system aimed to reserve to rtPS class a fair

bandwidth for its demand, fact shown in Figure 17. The times

in which it does not occur coincides with the highest allocation

for UGS, class with the highest priority. Similar reasoning can

be applied to the nrtPs class. However, due to the nrtPS priority

is smaller than rtPS, it gives up more resources.
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Fig. 14. Average waiting time of rtPS queues.
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Fig. 15. Average occupancy of nrtPS queues.

Since BE has the lowest priority, it is always penalized when

the other classes require resources. For this reason, as can be

seen in Figure 16, the occupancy in BE queue grows until the

20.0 s, instant at which the BE flow returns to 20.0 % of the

bandwidth. Nevertheless, in spite of the growth of occupancy,

the allocations ensure that this growth is not even higher. Also,

even with lower priority, BE receives most of the resources

between 8.3-27.4 s, as indicated in Figure 17. After the end

of BE traffic to SS3 and SS4 the occupancy falls to a certain

level, which remains constant until the end of the simulation.

The reason is that in later allocations, the resources for BE

back to 20.0 %, value equal to the demand.

The previous graphic analysis proves that the strategy was

successful to support different services with dynamic demand.

The system can identify the traffic profiles and dynamically

allocate the resources, following the priorities weighted by the

demand among the classes and the available resources.

V. CONCLUSIONS

This work presented a new approach to deal with bandwidth

scheduling in IEEE 802.16 DL channel. The proposal was
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Fig. 16. Occupancy of BE queue.
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Fig. 18. Bandwidth utilization during the simulation.

based on fuzzy logic. The strategy was implemented and

validated in an environment with the main WiMAX network

functionalities.

Given the presented scenarios, it is feasible to conclude that

the Fuzzy Allocator module follows the established priorities

and it can be configured to reproduce the characteristics of

each service with regard to it QoS requirements. Moreover, it

is possible to realize how the adjustment of the memberships

functions influences in the interpretation of parameters values

and consequently in the inference process.

These results prove the potential use of fuzzy logic in

solutions to QoS assurance mechanism. The fuzzy approach

stood out mainly by allowing more general and flexible

solutions, since the tool allows configuring the system to fit the

environment. As shown, setting a fuzzy system is simpler than

build an analytical model, taking account that, generally, when

the system conditions change, the analytical model needs to

be almost entirely rebuilt.

The fuzzy term “priority” can be interpreted in endless

ways, and that subjectivity may be reproduced in the mem-

berships functions of output space, for example. In summary,

the adjustment can be made according to the specificities of

the environment to which the system was planned.
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Espı́rito Santo,Vitória, ES, 2007.
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Galileo BOC(1,1) Signal Acquisition and Tracking 

 
Abstract— Galileo is the forthcoming European navigation 

satellite system. Focuses on software implementation defined 
radio receivers for Galileo E1-B BOC(1,1) signal is presented. 
The aim is to acquire and track the BOC(1,1) signal, using PRN 
codes transmitted by the first Galileo satellite GIOVE-A (Galileo 
In-Orbit Validation Element). In a MatLab® simulator two GUI 
(Graphical User Interface) for generation, acquisition and 
tracking of the BOC(1,1) signal was developed, allowing 
modifications of the relative parameters in the generation of 
Signal-In-Space (SIS), acquisition, and tracking. 

Index Terms— Acquisition, Galileo System, Global Navigation 
Satellite Systems (GNSS), Software Define Radio (SDR), 
Tracking. 

I. INTRODUCTION 
The GNSS are today sources of many applications such as 

vehicle tracking, personal navigation, aircraft navigation, road 
and rail management, precision agriculture, only to mention 
some few examples. The European navigation system Galileo 
appears on this scenario to improve the performance of the 
navigation information presenting new solutions for global 
navigation. This improvement is mainly due the use of 
modulation techniques such as BOC (Binary Offset Carrier), 
and PRN codes, at least four times larger than GPS codes [1 and 
2]. 

To understanding the Galileo E1-B BOC(1,1) signal 
processing a software receiver was developed (SWR). Signal 
characteristics and simulations carried out for different signal-to-
noise density ratios (C/No) are presented. A Graphical User 
Interface was developed which allows evaluating the receiver 
performance when changes are made in the signal transmitted 
parameters (such as: Code delay, Doppler, and signal-to-noise 
density ratio). 

II. GALILEO SYSTEM 
Galileo is the forthcoming European navigation satellite 

system. The Galileo operational phase is envisaged starting 
from 2013 with a total of 30 Medium-Earth Orbit (MEO) 
satellites in three approximately circular orbits, called Walker 
27/3/1 constellation, where three of them are spares. The 
orbits will have, approximately, 56º inclination and 14h 22m 
of period. 

Galileo envisages the provision of a large variety of 
services [2 and 3]. The Galileo Satellite-Only Services (GSOS) 

are systems nucleus. The GSOS will provide services that have 
been grouped around the following five types: 1) Open Service 
(OS); 2) Commercial Service (CS); 3) Safety of Life 
(SoL); 4) Support to Search and Rescue (SAR); and 5) Public 
Regulated service (PR). 

The satellites will broadcast a total of eleven signals. One of 
them will be applied in SAR service, broadcasting in 1,544 
MHz to 1,545 MHz. The main primary Galileo navigation 
signals parameters are reported in Table I [4]. 

TABLE I 
PRIMARY GALILEO NAVIGATION SIGNALS PARAMETERS. 

 

Signal Chip Rate 
(Mcps) Description Symbol Rate 

(sps) Service 

E5a-I 25 OS/SoL 
E5a-Q 10.23 Open access 

code N/A OS/SoL 
E5b-I 10.23 125 OS/SoL/CS 
E5b-Q 10.23 

Open access 
code N/A OS/SoL/CS 

E6-A Restricted 
access code 100 PRS 

E6-B 1000 CS 
E6-C 

5.115 Controlled 
access code N/A CS 

L1-E1-A 2.5575 Restricted 
access code 100 PRS 

L1-E1-B 250 OS/SoL/CS 
L1-E1-C 1.023 Open access N/A OS/SoL/CS 

L6 
downlink N/A N/A N/A SAR 

 

N/A: Not Available 
 

All Galileo satellites will share de same frequencies by 
Code Division Multiple Access (CDMA) technique and use a 
pseudorandom codes (PRN) generated by tiered codes. Every 
PRN sequence is formed by two codes (primary and 
secondary) [5, 6 and 7]. 

III. SIGNAL-IN-SPACE 

A. Signal-In-Space Galileo E1 
The Galileo E1 signal-in-space is transmitted on the frequency 

fE1 = 1,575.42 MHz. Two signals are present in this 
frequency: 1) Restricted access signal (E1P): channel E1-A, 
Equation 1; and 2) Open access signal (E1F): channels E1-B e 
E1-C, Equations 2 and 3. All E1 channel are multiplexed 
taking a power sharing of 50% for E1P and 50% for E1F. This 
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technique, called Coherent Adaptive Subcarrier Modulation 
(CASM), Equation 4, ensures that the signal transmitted has a 
constant power envelope. 

)().().()( )5.2,15(111 tstctdte BOCcPEPEPE −−− =  (1) 
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Where: dE1-P, dE1-B are the navigation data; cE1-P, cE1-B, cE1-C 

are the PRN codes; sBOCc(15,2.5), sBOC(1,1) represents the BOC 
modulations; and eE1,int(t) is the intermodulation product. The 
intermodulation product ensures a constant power envelope. 

)().().()( 111int,1 tetetete CEBEPEE −−−=  (5) 

B. BOC Modulation 
Taking in mind reduction of the mutual interference 

between signals modulated over the same carrier frequency, 
the Binary Offset Carrier (BOC) modulation will be 
implemented in Galileo E1-B signal. The BOC modulation 
introduces a frequency shift on spectrum due to the subcarrier. 
In addition, BOC modulation improves the acquisition and 
tracking performance resulting in a narrower autocorrelation 
function (ACF) with the presence of side peaks, as shown in 
figure 1, in accordance to [2, 6 and 7].  
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Fig. 1. ACF for BOC(1,1) signal with normalized bandlimit 
(BW = 24.552 MHz) [6]. The function b = inf represents the theoretical 

ACF. Other functions: 1 BW, 0.5 BW and 0.2 BW. 
 

The BOC modulation is usually described as BOC(n, m) 
where n is the subcarrier frequency multiples of 1.023 MHz 
and m is the chip rate multiples of 1.023 Mcps. The BOC 
signal is described by Equation 6. 
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Where TR = fR-1
 = 977.52 ns is the reference time, P is the 

power signal, ci is the sequence of the code chips, di are the data 
and r(.) is a rectangular pulse shape of unitary amplitude and 
duration of TR/m. When the argument of the function sign(.) is 
odd the BOC modulation is denoted by BOCsin. Otherwise, if is 
even the BOC modulation is denoted by BOCcos. For both sine 
and cosine functions, the frequency is  fSC = n/TR. 

IV. GALILEO RECEIVER 

A. GNSS Receiver Overview 
 After the Front-End stage, the processing functions are 
executed in a channelized structure. The channel is divided in 
five main functions. Figure 2 gives an overview of one GNSS 
receiver channel [8]. 

The two main structures of receiver are: 1) Acquisition: 
gives rough estimates of PRN code delay and carrier 
frequency deviation; 2) Tracking: gives fine estimates from 
obtained acquisition parameters and keep locked a local signal 
with the received signal using a PLL (Phase Locked Loop) or 
FLL (Frequency Locked Loop) and DLL (Delay Locked 
Loop). 

 
Fig. 2. GNSS receiver channel. The acquisition gives rough estimates of 
signal parameters (code delay and carrier frequency deviation). These 
parameters are refined by the tracking stage (Code and Frequency 
tracking). 

B. Acquisition 
Before allocating a channel to a specific satellite (PRN), the 

receiver must know which satellites are visible. The 
determination of the visible satellites may be done in two 
ways: 1) Cold Start: the receiver does not have any previous 
information of visible satellites, therefore being necessary the 
search for all possible satellites (up to 50 PRN codes for 
Galileo); and 2) Hot/Warm Start: information of visible 
satellites, code delay and frequency deviation are previously 
available on receiver. Using a Hot/Warm start, the 
determination of the first fix (Time To the First Fix – TTFF) is 
reduced drastically [7]. 

In acquisition process the receiver generates a local signal 
for each channel (frequency and PRN code generators). The 
received signal is crosscorrelated with a local signal generated 
at different code phases and frequency bins. This process is 
made for different frequencies and PRN code delays until 
these deviations are estimated. Due to BOC modulation is 
necessary a local subcarrier generation. The Figure 3 shows 
the block diagram of the parallel code phase search algorithm. 
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C. Tracking 
After acquisition, the received signal is processed in the 

next stage called tracking. The main purpose of tracking is 
refining the coarse values of code phase and frequency 
deviation. Since the frequency and code delay signal changes 
over time due to the variation of the dynamics between user 
and satellite [8, 9]. 

IGNSS [11] analyzes three methods of Galileo E1 signal 
tracking: 1) BOC-BOC (E-L) Costas Loop; 2) BOC-PRN 
(Direct Prompt) Costas Loop; and 3) BOC-PRN (E+L) Costas 
Loop. The BOC-BOC (E-L) Costas Loop architecture 
represents a good solution in lower signal-to-noise density ratios. 
BOC-BOC (E-L) Costas Loop architecture is presented in 
Figure 4. 
 

 
Fig. 3. Parallel acquisition in time domain using FFT. 

 

 
Fig. 4. BOC-BOC (E-L) Costas Loop architecture. 

V. PROCESSING RESULTS 
To simulate the SIS, acquisition and tracking stages a 

Graphical User Interfaces (GUI) in MatLab® had been 
implemented (Appendix – Figure A). 

Figures 5 and 6 presents BOC(1,1) signal and its spectrum, 
respectively, for different signal-to-noise density ratios. 

The figure 7 presents the simulated Galileo E1-B signal 
after the Front-End. An AWGN channel model was used in 
these simulations. 
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Fig. 5. PRN # 1; Subcarrier; BOC(1,1); and dataless SIS. 
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Fig. 6. Galileo BOC(1,1) PSD @ fIF = 2.25 MHz and fS = 10 MHz. 
(Top to Bottom): C/No = 25 dB-Hz; C/No = 35 dB-Hz; C/No = 45 
dB-Hz; C/No = 55 dB-Hz. 

The acquisition stage of a GNSS receiver has to search in a 
two-dimensional search space (code delay and Doppler shift) 
for each satellite of the constellation. The search space 
represents all possible code and frequency deviations for the 
received signal. 
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Fig. 7. Galileo E1-B signal: BW = 4,4 MHz; fIF = 2.25 MHz and  
fS = 10 MHz; C/No = 47 dB-Hz and 2 bits (Signal and Magnitude). 

 

Figure 8 shows the acquisition results for Galileo PRN # 1. 
The parallel plan to the Frequency/Magnitude plan (Figure 8) 

that passes for the correlation maximum (carrier profile) and the 
parallel plan to the Code/Magnitude plan that passes for the 
correlation maximum (code profile) is presented in figure 9. 
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Fig. 8. Acquisition results: PRN # 1; C/No = 47 dB-Hz; P = -157 dBw;  
fIF = 2.25 MHz;  fDoppler = 2 kHz; and dCódigo = 10,000 samples. 
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Fig. 9. Correlation profile: a) frequency and b) code. C/No = 47 dB-Hz. 
 

As the signal-to-noise density ratio falls the correlation 
peak is reduced in relation to the noise peaks. Figure 10 shows 
the acquisition for the same parameters of figure 8, but with a 
signal-to-noise density ratio equal to 35 dB-Hz. The profiles 
in carrier frequency and code are presented in figure 11. 

Due to the probability of false acquisition caused by false 
correlation peaks as result of low signal-to-noise density 
ratios, a criterion of confirmation is necessary. 

The confirmation of the detected satellite uses binary 
algorithms of decision to analyze the presence or absence of the 
signal. The majority of GNSS receivers use the Tong or M on N 
algorithm for detection validation [11 and 12]. For both, Tong 

and M on N algorithms, a definition of a decision threshold is 
necessary, that will be compared with the correlation peak. In 
case the result of the correlation is greater than the threshold, the 
satellite is confirmed. The threshold is calculated from the 
definition of the probability density function (PDF) of detection 
and false alarm [12]. Table II shows results of the acquisition for 
different signal-to-noise density ratios. 

 
Fig. 10. Acquisition results for C/No = 35 dB-Hz. 
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Fig. 11. Correlation profile: a) frequency; and b) code. C/No = 35 dB-Hz. 
 

After the acquisition stage, the signal and the estimated 
parameters are processed on tracking loops. The PLL and 
DLL settings parameters are shown in table III. 

Simulations were done taking in account signal-to-noise 
density ratios starting from 55 dB-Hz to 25 dB-Hz. A signal 
with 3 seconds of length (750 PRN code periods) and a 
specific bit sequence feed the tracking stage. 
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TABLE II 
ACQUISITION RESULTS. 

 
C/No 

(dB-Hz) 
Doppler 

(Hz) 
Code Delay 
(samples) 

Processing Time 
(s) 

55 2,000 10,001 4,1111 
50 2,000 10,001 3.9313 
45 2,000 10,001 3.8647 
40 2,000 10,001 3.8729 
35 5.000 17,109 3.9433 
30 -1.000 25,072 3.8411 
25 7.000 3,755 3.8749 

 

Aquisition: PRN # 1; P = - 157 dBw, fFI = 2.25 MHz; fs = 10 MHz,   fdoppler = 2 
kHz; dcódigo = 10,000 samples (1,023 chips) and 21 frequency bins. 

TABLE III 
TRACKING PARAMETERS. 

 
Parameter PLL (Costas Loop) DLL 

Noise Bandwidth 25 Hz 10 Hz 
Gain Loop 5 0.4 

Integration Time 4 ms 
E-L distance 0.125 chip 

Damping ratio 0.707 
 

The tracking results are showed in Figure 12. 
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Fig. 12. Tracking results for both I and Q channels.  

 
The behavior of the carrier and code frequency are shown 

in figure 13 and 14, respectively. 

VI. CONCLUSIONS 
An acquisition method must be used to determine the 

visible satellites and coarse values of carrier frequency and 
code phase of the satellite signals. The stage after signal 
acquisition is the signal tracking that will make a fine tunning 
of Doppler frequency and PRN code delay. In this way the 
navigation messages are recovered and finally the user PVT 
(Position, Velocity, and Time) is determined. 

The narrowed ACF allows the receiver to operate in low signal-
to-noise density ratios, typically found in indoor environments or 
with low satellite visibility. Comparing figures 8 to 11, and table II, 
the BOC signal simulated presented immunity to signal-to-noise 
density ratios above 35 dB-Hz. For lower relations, the estimated 
values diverge. 
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Fig. 13. Carrier frequency results in tracking process. 
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Fig. 14. Code frequency results in tracking process. 

 

In a lower signal-to-noise density ratio is convenient the 
division of search space in a larger number of frequencies 
bins. Simulation in this scenario showed that this strategy 
results in a process more adequate to a low signal-to-noise 
density ratio signal, but is penalized by the increase of 
processing time. 

The tracking stage of Galileo E1-B signal using BOC-BOC 
(E-L) Costas Loop architecture keep the local generated signal 
aligned with a received signal. The code delay error stays 
between ± 0.07 chip (figure 15 and 16), while the carrier 
frequency error below 7 Hz (figure 17 and 18). Despite these 
errors, the bit sequency is recovery (figure 12). 

The error between local frequency/code signal and received 
signal is related to DLL and PLL circuits’ parameters, such as early 
and late distance chip, noise bandwidth, integration time, DLL and 
PLL loop gain, and others. A study on possible discriminators for 
Galileo E1-B signal can be found in [2, 7, 10 and 11]. 
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Fig. 15. DLL discriminator output. 
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Fig. 16. Code frequency error. 
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Fig. 17. PLL discriminator output. 
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Fig. 18. Carrier frequency error. 
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(b) 

Figure A. (a) Software defined Galileo receiver user interface: SIS Generation using PRN codes transmited by GIOVE-A (Left). Power spectral 
density in baseband and passband. (b) Acquisition and tracking for BOC(1,1) using PRN # 1 and C/No = 47 dB-Hz. 
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Abstract—This document describes a novel method for es-
timating PLC channels based on the Expectation/Maximization
(ME) Method in the frequency domain. Although mathematically
cumbersome, this approach can be implemented in simple and
fast computer program. Its performance is run against classical
methods like Zero Forcing (ZF) and Minimal Mean Square Error
(MMSE) in OFDM systems. The results obtained revealed that
this method has a very similar performance even when only a
small fraction of OFDM pilot symbols are used.

Index Terms—EM, OFDM, Power Line Communications.

I. INTRODUCTION

The use of powerline systems for communication purposes

is receiving an enormous attention during the last decade

mainly because of the huge demand for telecommunication

services [1],[2],[3],[4]. The great advantages of such systems

are the needless of new wires, the low cost of the devices

and the easy of the installation. Nevertheless, this area is

still full of yet-to-solve problems. One of them is the sys-

tem’s performance under heavy noise environment, a situation

revealed as common in several every day scenarios. This

article tries to tackle this problem from a different viewpoint.

Although we acknowledge that noise can be dealt with in

several ways, we believe that if the communication channel

is properly estimated and the communication system fully

uses this information, this will act as the first and relevant

step towards noise’s mitigation. Therefore this paper presents

a method for the estimation of powerline channels on the

frequency domain, where the EM (Expectation Maximization)

algorithm has a major hole. The results obtained for several

channels under several levels of noise do suggest that this

technique requires further attention and therefore it is worth

investigating.

II. THE PROBLEM OF CHANNEL ESTIMATION

An adequate channel model for the powerline environ-

ment is supposed to deal with two predominant impairments,

namely, the multipath behavior and conductor losses. One

mathematical model fairly used in this kind of environments

is due to Zimmermann [5], [11], where the channel’s transfer

function is given by:

H (f, θ) =
K

∑

k=1

µk. exp
{

−
[

α.
√

f + β.f + j (γ.f + δk)
]

.dk

}

(1)

Vector θ describes all the model’s parameters and it is

composed by: i) α, β and γ are parameters of general nature

and they are related to the physical and electrical character-

istics of the electric network that are assumed to be known

and ii) ψ
k

= {µk, δk, dk} characterize each propagation

multipath that need to be estimated. Hence, assuming that we

have a channel with K multipaths, we need to estimate 3.K
parameters. The observed channel’s transfer function under a

noise environment can be generalized as follows:

Hobs (f) =

[

K
∑

k=1

Hk

(

f, ψ
k

)

]

+N (f) f ∈ [−B,B] (2)

In this equation Hk(.) is the transfer function associated

to the k-th multipath, N(f) is the Fourier transform of the

noise and B is the bandwidth of interest. The noise n(t) in

the time domain is assumed to be a zero mean wide-sense

stochastic process and consequently in the frequency domain

the noise N(f) is also a zero mean wide-sense stationary

stochastic process but with a particular autocorrelation func-

tion. The main idea of the method here described is to express

the observed transfer function as a member of an infinite

dimensional vector space generated by the eigenfunctions

{φi(f), i = 1, 2, ...} of the above mentioned autocorrelation

function. If we truncate such an expansion up to level L, then

equation 2 can be approximated by the following equivalent

L-dimensional vector equation:

y =
K

∑

k=1

wk

(

ψ
k

)

+ n (3)

If we rewrite vector noise n as a sum of (K+1) independent

and identically distributed vector noises whose overall effects

are identical to those generated by the original noise, equation

3 can be conveniently rewritten as:

x (θ) = w (θ) + η

y = H.x (θ) + υ
(4)
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where:

x (θ) =

















x
1

(

ψ
1

)

x
2

(

ψ
2

)

...

xK

(

ψ
K

)

















=

















w
1

(

ψ
1

)

w
2

(

ψ
2

)

...

wK

(

ψ
K

)

















+











n
1

n
2

...

nK











(5)

x (θ) = w (θ) + η (6)

From the above equations we can easily identify that

they are the basic equations of the so-called EM (Expec-

tation/Maximization) algorithm [20], a well-known method

on the realm of the optimization theory. It is possible to

show, after several and long straightforward but cumbersome

manipulations (see details in [18]) that the equation to be

maximized on such algorithm can be written as:

min
θ′

z =
K
∑

k=1

Π∗

k

(

θ, θ
′
)

where :
Π∗

k

(

θ, θ
′
)

=

=
∫ B

−B

{

|Wk (f, θ)|
2
− 2.Re

{

∆∗

k

(

f, θ
′
)

.Wk (f, θ)
}}

.df

∆k

(

f, θ
′
)

= Wk

(

f, θ
′
)

+ 1

K+1
.ε

(

f, θ
′
)

ε
(

f, θ
′
)

= Y (f) − Ŷ
(

f, θ
′
)

Ŷ (f, θ) =
K
∑

k=1

Wk (f, θ)

(7)

At this point we can identify the first nice feature of this

algorithm, namely, the fact that the underlying optimization

problem involving 3.K parameters can be partitioned in a

sequence of K optimization problems on 3 parameters, in a

round-robin type scheme. Needless to say that convergence

issues on optimization problems are best solved when its

dimension is low and the capability to deal with 3-dimensional

problems is immensely improved when compared with those

of 3.K dimensions.

A second point which is also very important is the fact that

due the nature of the chosen model described by [5], each

one of the 3-dimensional optimization problems cited above

can be analytically solved for variables µk, δk thus reducing

to a 1-dimensional problem involving only variable dk, that

can be trivially solved (see details in [18]). Hence the general

algorithm developed here consists of a round-robin scheme

of solving K 1-dimensional optimization problems where the

decision variable lives in a finite support. It is also important

to say that this form does not preclude the algorithm to find

local instead of global solution but since each 1D optimization

problem finds a global solution, the chances of having an

overall global solution is much higher.

III. RESULTS RELATED TO CHANNEL ESTIMATION

For the test purposes, a computer program was developed

capable of determining the transfer function of an electrical

circuit characterized by the diagram presented in Figure 1 that

represents a PLC network having N residential branches.

Fig. 1. PLC network’s model of N residential branches

The parameter values used on the simulation of the above

model are: L = 7m, D = 10m , ZC = 394Ω, ZR = 8Ω,

fmin = 0, 3 MHz, fmax = 60 MHz, α = 2.3 × 10−3,

β = 6.37×10−4 and γ = 3.33×10−2. The real and estimated

channels are below presented in the frequency domain. From

there it can be seen a fairly nice adjustment in some frequency

bands, as for instance, from 3.5 MHz to 8.5 MHz. This

band is 6 MHz wide and therefore can for instance support

TV transmission, internet and any other high band service.

Although not shown here due to lack of space, this procedure

was applied to several channels of different order (several other

PLC channels and those reported by [19]), and in all of them

the behavior was similarly good.

Fig. 2. Measured and Estimated Transfer Functions

IV. TRANSMISSION AND RECEPTION

The OFDM modulation [8], [9], [10], [11], [13], [15], [16] is

receiving considerable attention on PLC scenarios. It consists

of the parallel data transmission on several sub-carriers, each

one of them transmitting a fraction of the total bit rate. The

main advantage of this scheme is that since each sub-carrier

has a small bandwidth, fading can be considered flat in each

one of these data channels.
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This kind of system is receiving considerable attention from

the telecommunications community and it is currently being

employed on systems such as Digital TV Broadcast, among

others.

One interesting application is the possibility of distributing

Digital TV over residential electrical power lines, thus saving

large quantity of cables. By no means, this article has the goal

to clear this matter to its highest point, but on contrary, we

would like to shed some light into this application and bring

this issue to the discussion of the scientific community. The

rest of this section is devoted to present results of OFDM

BER’s performance when the Zero Padding (ZP) scheme is

used in conjunction to BPSK modulation. We have measured

the performance of this channel estimation method against

the situations where two classical equalizers, namely, Zero

Forcing (ZF) and Minimal Mean Square Error (MMSE) are

deployed. The graphs below show the obtained results when

the percentage of symbols per frame used for channel’s

estimation (pilot symbols) are respectively 100%, 80%, 60%
and 40%. There:

• the blue curve is the BER when the channel is ideal

• the red curve is the BER when the channel is fully known

• the black curve is the BER when channel is unknown and

ZF equalizer is used with 100% of pilot symbols.

• the green curve is the BER when channel is unknown and

MMSE equalizer is used with 100% of pilot symbols.

• The purple curve is the BER when channel is unknown

and the method here discussed is employed.

The blue and red curves respectively represent the perfor-

mance upper and lower bounds and they are used in this work

as references.

It can be easily noticed that in all cases, the performance

of the channel estimation algorithm here presented is very

similar to those obtained when ZF and MMSE equalizers are

employed, even when the pilot symbols is as low as 40% of

the total and under Eb/N0 values as low as 5 dB.

Fig. 3. Performance for the ZF-OFDM with 100 % of pilot symbols

Fig. 4. Performance for the ZF-OFDM with 80 % of pilot symbols

Fig. 5. Performance for the ZF-OFDM with 60 % of pilot symbols

Fig. 6. Performance for the ZF-OFDM with 40 % of pilot symbols

V. CONCLUSIONS

PLC is a technology by which the electric power distribution

network is used as the physical medium for the transport of

telecommunication signals. Nevertheless, these networks were
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not originally conceived for this purpose and consequently

this can only be achieved if the PLC transmission medium is

properly characterized. The parametric model here discussed

for the estimation of PLC channels considers the two most

predominant features, namely, the multipath effects and the

conductor’s losses.

Central to this method is the application of the EM algo-

rithm in the frequency domain. By means of this technique and

further developments made, it was possible to transform de

original 3.K dimensional optimization problem into a round-

robin or carrousel procedure in which K optimization problems

in one variable are required to be solved. The resulting

procedure has shown to be fast and computationally efficient,

requiring few seconds to produce the mentioned results.

This method was compared with two other estimation

methods where ZF and MMSE equalizers are employed and

the results shown a comparable performance even when only

40 % of pilot symbols are used for estimation.

Finally it is relevant to mention the static nature of the

assumed channels that at a first glance seems inadequate for

the PLC case. The mentioned speed of the proposed algorithm

allows to contemplate the possibility of a real time system in

which the algorithm is periodically executed in order to cope

with such a variability.
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Accurate Time Transfer on a Wireleless Telecomunication Link

 
* Presently at Freescale Semicondutores do Brasil, Campinas, SP, Brazil. 

Abstract—This paper presents the implementation of a radio 
link that operates with a time counting system. This new system 
makes possible the precision time transference for remote time 
synchronization and precision distance measurement. The system 
uses digital electronic solutions that offer precision and stability 
for various applications in navigation, target localization and 
tracking, digital telecommunications, command of time-
controlled actuators such as wireless sensor networks. 

Index Terms—Clocks, remote synchronization, distance 
measurement, time dissemination. 

I. INTRODUCTION 
Precise time dissemination and remote slave clock 

synchronization is a key requirement for navigation, target 
localization and tracking, digital telecommunications, 
command of time-controlled actuators such as wireless sensor 
networks [1]. High time transfer accuracy is also required in 
new applications, as for the new concept for remote geo-
positioning, currently being developed in Brazil here referred 
as Geolocal [2-6]. It uses time dissemination by wireless 
telecommunication links requiring accuracy of tens of 
nanoseconds (in order to obtain position linear accuracies less 
than 10 meters). The present study addresses to the problem of 
high precision time transfer stability in a single wireless 
telecommunication link. An innovative clock reading concept 
was developed derived from the time-to-digital-converter 
(TDC) principle [7,8]. We propose obtaining of ns accuracy 
with clock reading based on counts at low frequencies, 
allowing its construction at reduced costs. 

II. PRECISION CLOCK USING TDC TECHNIQUE 
The time transference and distance measurement through a 

radio link demand good performance of the system in two 
main parameters. The first parameter is the time count with the 
use of high precision clocks obtained with small counting 
steps. The second parameter is the phase stability of the 
communication link that influence the time measurement. 

Figure 1 illustrates the main blocks of the clock system that 
was implemented with a STRATIX II FPGA (Field 
Programmable Gate Array) tool from ALTERA [9]. An 
OCXO (oven controlled crystal oscillator) frequency signal is 
fed into an enhanced PLL (phase lock loop) that raises the 
frequency to be compared to a VCO (voltage controlled 
oscillator). 

Each one of the N VCO outputs submitted to software-
driven logic element to produce the desired delay. Every 
delayed element is fed into independent and identical 
counters. The registers freeze the counters results for every 
time coded sequence (TCS). A given time clock is then 
obtained just by mathematical operations on the registered 
values. 

The clock time obtained by other systems based on TDC 
principle is derived from one encoder or converter that 
process all delayed outputs. This process may bring time 
interpolation non-linearity problems [7]. The newly conceived 
clock system is based on time-to-digital converter (TDC) 
principle to generate, transfer and compare time coded 
sequences (TCS) with nanoseconds accuracy, using a wireless 
telecommunication link. The TCS are transmitted to a remote 
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transponder that distributes them to receiving stations where 
the clock readings are processed [8]. 
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Fig. 1. Clock block diagram showing he OCXO standard oscillator, the 

frequency synthesizer made of voltage controlled oscillator (VCO) phase 
locked loop (PLL), followed by the phase shifters, counters and registers. 

Figure 2 shows the phase shifted waveforms needed for 
accurate time determinations [8]. 
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Fig. 2. The clock reading concept, showing a set of the offset waveforms, and 
one time marker response to the TCS [8]. 

It is possible to measure the time difference ∆t between 
successive waveform rise transitions, which correspond to the 
minimum measurable time interval, or the clock reading 
accuracy. The phase shift between waveforms progresses 

linearly, such as: 

 

tN

t

t

ND

D
D

∆⋅−=

∆⋅=
∆=

−

−

−

)1(

2

1

31

21

M
 (1) 

where D1-2 is the phase shift between waveforms 1 and 2, D1-3 
between waveforms 1 and 3 and so on, until D1-N for the last 
waveform. As the counters’ registers change as a function of 
the waveform rise transition fed in, these transitions are 
represented in Figure 2 by TRm,N where m is the transition 
number and N the respective counter number. The relationship 
between the number of counters and the phase shift between 
waveform rise time transitions is as follows: 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅

=⎟
⎠

⎞
⎜
⎝

⎛=∆
C

C
t FNN

T 1  (2) 

where FC is the FPGA operating frequency, related to the 
number of counters needed to obtain a given accuracy. 

In Figure 2, the decoded time sequence (time register) 
triggers the clock reading. In this example the time register in 
on waveform transition 4 for the first counter, which means a 
time reading equal to 4 TC. 

The reading accuracy is improved taking a ∆t increment for 
each counter for which the time register remains at the same 
waveform transition as the first counter. In this example, the 
accurate reading becomes 4 TC + ∆t.  We can express the time 
measured by the general equation: 

 ( ) ( )∑
=

∆⋅+⋅=
N

i
tiCm BTTRTime

2
1,  (3) 

where m is the transition number, index i is the counter 
number (varying from 2 to N). Factor B =1 when i is the same 
as counter number 1, and B=0 when i is different from counter 
number 1. 

III. WIRELESS TELECOMMUNICATION LINK 
A simple short-range wireless telecommunication link was 

assembled to demonstrate the system. The repeated TCS are 
received back and compared to the reference clock.  Figure 3 
illustrate the complete experimental setup. We describe the 
clock, the telecommunication setup, and the electrical and 
electronic sources of delays.  

The first complete time coded sequence transfer link was 
successfully installed, tested and operated, using low cost 
radios and electronic units. They were operated without any 
special temperature control on any unit, showing a quite 
robust performance in face of ambient environmental 
conditions. 

The TCS signal propagation by the radio electronics sections 
undergoes degeneration by jitter produced by the frequency 
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conversion stages. The time domain jitter measurement can be 
made through an oscilloscope as presented in figure 4 and 5. 
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Fig. 3. Block diagram showing the complete time transfer system, from time 

generation (upper branch), transfer, reception and clock reading analysis 
(lower branch) [8]. 

The TCS signal propagation by the radio electronics sections 
undergoes degeneration by jitter produced by the frequency 
conversion stages. The time domain jitter measurement can be 
made through an oscilloscope as presented in figure 4 and 5. 
To analyze the jitter features we used the same TDC tool 
developed for time count. Figure 5 presents the jitter 
distribution that exhibited a symmetrical Gaussian distribution 
with 31 ns r.m.s. To overcome this effect, 100 TCS were 
averaged, defining a single mean TCS every 0.629 seconds. 
The final accurate clock reading is obtained at UART 
(universal asynchronous receiver transmitter) interface 
providing the total time delay that includes the propagation 
times (ranging) and the delays produced by the electronic 
units. 

3.3V

88 ns

2.00 V/DIV
20.0 ns/DIV

 
Fig. 4. The jitter due to instrumental random phase variations on the incoming 

signal before being averaged [8]. 

Comparison of mean TCS taken every 0.629 s exhibited 36 
nanoseconds time stability along time interval scales of hours 
(see Figure 6). The Geolocal system was designed to work 
with uncertainties up to 52 ns to guarantee maximum errors of 
10 (m) in the navigation process. With the results it is possible 

to conclude that this radio link takes care of the basic 
requirements of the Geolocal system. 

 

 
Fig. 5. The jitter distribution. 

 
Fig. 6. The final clock reading obtained at the UART (universal asynchronous 
receiver transmitter) interface providing the total time delay that includes the 
propagation times (ranging) and the delays produced by the electronic units. 

The readings are (in units of 10-5 s) are accurate to one nanosecond.  

IV. TIME MEASUREMENTS RESULTS WITH THE RADIO LINK 
The system performance for time transference and distance 
measurements can be described using the Allan variance [10], 
also known as two samples variance, defined as : 

 ( )2
1

2

2
1)( kky yy −= +τσ  (4) 

where the expression inside brackets denotes the average over 
a large number of samples, and k=1,2,3,…The differences are 
used to calculate the Allan variance is shown by the following 
equation: 

 ( ) ( ) ( )[ ]kkkkk txtxtxyy ++−+=−+ ττ
τ

221
1  (5) 

where x(t) is proportional to the instantaneous phase, but has 
dimension of time, and is also sometimes termed phase-time. 

For the measurement period shown Figure 6 containing 
16,000 samples, for data taken every 0.629 seconds, we 
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obtained AVAR = 5.742 10-17. The Allan deviation is defined 
as the square root of the Allan variance, i.e. 7.6 10-9 at 
τ =1second, or 1.5 10-11 at τ =1000 seconds [8]. 

V. CONCLUSION 

This performance satisfies the accuracy required by the 
Geolocal system [2-6]. Its principle is based on three ground-
based references sites, with well determined geodesic 
positions, carrying synchronized clocks, a transmitter in one 
base emitting time coded marks, and one repeater in the sky. 
Base 1 acts as a reference in the time dissemination, 
transmitting to all other stations the clock time information. 
To accomplish this, the signal transmitted by base 1 is 
retransmitted by the repeater in the sky to all stations, 
including base 1. 

The clocks at the stations allow the comparison of the time 
at the origin, from base 1. With a single coded clock 
transmission it is possible to determine the distances from the 
stations to the repeater, and its position coordinates in the sky.  

When the repeater is moving, (e.g. in an airplane or a 
satellite), its navigation is immediately accomplished. The 
target coordinates are determined from several measurements, 
in succession with a moving repeater, or simultaneously if 
multiple repeaters are present at different locations in the sky.  

The implementation of a fully operational Geolocal system 
brings the possibility to allow real-time independent 
determinations, to compare and provide support to other 
systems (i.e., GPS and similarly conceived systems 
GLONASS, GALILEO, COMPASS). 

The system is applicable over regional areas which 
extensions depends on the altitude of the repeater with respect 
to the bases and targets. It might cover tens to hundred km for 
repeater in low altitude flying balloons or aircrafts, to 
thousands km for repeater in satellite. It has potential to 
become particularly robust with respect to severe transmission 
conditions imposed by space weather disturbances which are 
known to affect other systems. 
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Abstract— This paper presents a study of handover in mobile
broadcast networks, showing the main challenges related to
this process. Single Frequency Network (SFN) are used to
provide efficient coverage for digital TV broadcast systems. Some
handover algorithms used, in broadcast networks, are discussed.
The method of RSSI measurement is investigated for use in the
International System for Digital Television (ISDTV) standard.
The synchronization in the seamless transmission among cells
is analyzed. Simulation results are obtained considering the
minimum field intensity criterion.

Index Terms— ISDTV, seamless handover, mobile broadcast
system, power consumption.

I. INTRODUCTION

The Brazilian digital television system standard, called In-
ternational System for Digital Television (ISDTV), is prepared
to transmit video, audio and data for terrestrial, portable and
mobile devices. The multimedia transmission for mobile or
portable devices requires more attention from both, broadcast
and telecommunications operators [1]. The ISDTV standard
defines a continuous mobile reception of television programs
or services that one offered to the users in the coverage
area [2]. The main concerns relative to mobile devices are:
battery power consumption, screen size and mobility, with an
acceptable quality of service in the system coverage area.

Studies show that the use of a Single Frequency Network
(SFN) in broadcast systems is capable of improving the
coverage, and reducing the transmitters power [3], [4], [5], [6].
However, regarding mobile devices, it is necessary to maintain
the continuity of the transmission while the mobile device
moves inside the coverage area, according to the scenario
illustrated in Figure 1.

The handover occurs when the receiver switches from a
frequency to another one, or from a cell to another. Soft
handover means that radio links are added and removed in
such a way that the device always keeps at least one radio
link to a base station [7]. Thus, when a user moves from
a broadcaster cell to another, the mobile terminal tries to
synchronize with the new cell frequency, without interruption.
Handover occurs between two different SFN areas, which
are part of the same Multiple Frequency Network (MFN), or
between two different networks. Thus, in this context, cell
refers to a subsystem consisting of one or more transmitters
sending identical content in the same frequency (SFN).

Fig. 1. Illustration of a handover situation between SFNs.

Handover is one of the main issues in performance analysis
of mobile terminals. The main challenge for mobile TV
broadcasting networks is the transmission continuity, while the
TV receiver moves in critical conditions of reception. This is
a challenging issue also for other broadcasting systems [7],
[8], [9].

A. Challenges of Handover Process in Broadcast Systems

The handover process study points out some problems due
to poor signal coverage, as it may cause the ping-pong effect,
which is the result of the variation of the received field strength
when the mobile is at the cell edge or in electromagnetic
shadowed areas. This effect makes the receiver start a repeated
handover process between cells, in order to synchronize it with
the frequency of the strongest signal [7].

This effect also increases the mobile battery power con-
sumption that is a critical issue in mobile devices, and causes
a reduction in the received signal quality. The planning of a
broadcasting network significantly affects the handover [10],
and a correct planning can decrease the frequent need for
handover.

In a broadcasting network, the information sent from trans-
mitter to the receiver passively, and the receiver can not send
information to the base station as in the mobile telephony
networks, thus the receiver is responsible for the handover
process.
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II. SYNCHRONIZATION

In an SFN all the delayed copies of the signal arriving
at the receiver from different transmitters can be combined
or the strongest signal is selected. In order to attack the
interference the Coded Orthogonal Frequency Division Multi-
plexing (COFDM) is used. The signal with time interval T , is
composed of a useful symbol part with time interval Tu and
a guard interval Tg .

If the delay spread of a signal is smaller than the guard
interval Tg , no intersymbol interference (ISI) occurs and the
signal contributes totally to the wanted signal. When signals
arrive with time interval larger than T, then are treated as in-
terfering signals. This phenomenon is called self-interference.
The COFDM block interval is Tt = Tu + Tg . In an SFN the
received signal is the sum of all the arriving signals inside Tt.
The signal in the RF range is given by [2]

s(t) =
∞∑

n=0

K−1∑
k=0

ak
n ej2πfkt gk (t − nTu) , (1)

in which gk represents the waveform for the transmitted pulse,
n is the number of symbol, ak

n is the information symbol on
sub-carrier k, K represents the total number of carriers (mode
1: 1405, mode 2: 2809, mode 3: 5617), Tu is the duration of
the useful portion OFDM symbol.

In fixed reception the received signal is the sum of all
multipath signals

r(t) =
N∑

i=1

δi s (t − τi) , (2)

in which N is the number of transmitters in the SFN, τi is
the propagation delay from transmitter i to the receiver, δ (i)
is statistically independent fading of the each i path.

In mobile reception the strongest signal is selected, the
receiver measures the signal strength in all the cells in the
Network Information Table (NIT). After the detection of the
strongest signal the receiver tries to synchronize with this new
transmitter.

Synchronization is important because the mobile terminal
needs to receive synchronized signals when entering a new
cell with a different frequency. The process of synchronization
with the new cell must happen in order to avoid interruptions
of service to end users.

In the transport layer of ISDTV, there are two levels of
multiplexing. In first level, the information elementary streams
of audio, video, and data associated with programs are trans-
formed in packetized elementary streams. Data associated with
programs include captions and additional information to mo-
nitor the content of programming. The second level includes
data unrelated to the content of television, called datacasting.
In this level multiplexed information on the structure of the
signal, and the network or infrastructure of the broadcasting
system [11].

In the ISDTV system the services of the mobile devices
(called one-seg receiver) and fixed terrestrial (called full-seg

receiver) are multiplexed in the same transport stream and then
transmitted. The receiver uses the cell identification (cell id)
in the NIT to identify the transmitter.

In the ISDTV system the transmission is continuous by
broadcasting, thus soft handover is not possible without two
front-end solutions in which the receiver can receive two
signals simultaneously. This enables the receiver to use one
front-end for synchronizing to the signal of the consumed
services and the other for handover.

III. ANALYSIS OF ALGORITHMS FOR HANDOVER

The handover process in wireless networks involves the
base station and mobile terminal. However, in broadcasting
networks the handover process, a transmitter can not get
any information from receiver measurements. Thus, for the
broadcast network handover is unidirectional. The handover
process is started and completed by the mobile device.

The handover for broadcast TV is called passive handover,
because the transmitter is not involved in the process [12].
The handover consists of three stages: handover measurement,
handover decision-making, and handover execution [8].

During the measurement stage, data are obtained from the
Received Signal Strength Indicator (RSSI) or SNR (Signal-
to-Noise Ratio), and are necessary for the handover decision-
making process. In the decision stage, the receiver evaluates
the need for handover, according to pre-defined criteria, using
data obtained during the measurement stage. The last stage is
the handover execution, which is accomplished by the mobile
terminal synchronization device.

The algorithms seek the exact moment to start the handover
process, in order to reduce the amount of repeated handover
and battery power consumption. Many algorithms have been
proposed for digital television broadcasting systems, and some
of those are described in the following.

In 2004, J. Väre [13] published the first article about soft
handover in digital television broadcast systems DVB-H. The
paper presents a simple scheme based on measurements of
RSSI in adjacent cells and executes the handover to the cell
which has the strongest RSSI value.

The RSSI value can vary due to multipath and Doppler
effects, and does not provide an average indication of field
strength measurement. Thus, the receiver may start a handover
unnecessarily, causing the ping-pong effect.

In 2004 X. D. Yang [7] proposed another scheme of soft
handover based on post-processing of the SNR. The main idea
was to calculate the cumulative distribution functions (CDFs)
for all the SNR values. Since it depends not only of the current
SNR value, but on its history, it is possible to eliminate the
occurrence of frequent handover caused by the instantaneous
RSSI value.

Handover aided by the UMTS (Universal Mobile Telecom-
munication System) network is utilized in broadcast network.
The UMTS base station in the handover position area informs
the terminal broadcast the handover moment [8], [14]. The
disadvantage of this algorithm is the dependence of the broad-
casting network regarding mobile telephony.
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The handover algorithm based in hysteresis, i.e, the han-
dover occurs when the signal field strength from new transmit-
ter exceeds that of current by a hysteresis level. However, for
this algorithm the mobile can make an unnecessary handover
when the signal from two transmitters is strong [15].

IV. RAY TRACING METHOD

Ray-optical propagation models are very often used for the
prediction of the field strength in indoor and urban scenarios,
they are accurate because consider wave-guiding effects in
street canyons (urban) or corridors (indoor) and they include
diffraction at corners [16].

the ray tracing method is based on ray optical techniques, in
which different rays emitted by the transmitting antenna are
subject to reflection, scattering and diffraction at walls and
edges of buildings and similar obstacles. The computation is
performed with help of the Universal Theory of Diffraction
(UTD).

In the ray tracing method algorithm, all the rays which can
transfer energy from the transmitter location to the receiver
location are computed until a maximum number of successive
reflections/diffractions occur (also known as order of predic-
tion).

The disadvantages of the ray tracing refer at the computation
time and cost of the database. However, the Intelligent Ray
Tracing method (IRT) accelerate the computation time [17],
[18]. As the database of the considered buildings remains the
same and only the position of the transmitter changes, the
overwhelming part of the different rays remains unchanged,
only the rays between the transmitting antenna and primary
obstacles or receiving points in line-of-sight are changing
if different transmitter locations are compared [19]. This is
the basis for a Data Base Pre-processing using by IRT. This
method was used to obtain the field strength data from the
analyzed area.

V. PROPOSAL FOR HANDOVER FROM IN THE ISDTV
SYSTEM

During initialization, the receiver scans the signals within
the frequency range of the current region/country (e.g. VHF
and UHF). Information regarding each network of interest is
stored in the Network Information Table (NIT) containing
the cell identification (cell id), the operation frequency of
each one, and their coordinates. Then, the measurement stage
follows. During this stage, the candidate signal is selected, e.
g. one that presents the the strongest RSSI. This requires the
receiver to update the INT after each handover. The receiver
locates neighboring cells by comparing their locations (xi, yi).

In the process of measurement may occur an effect called
“fake signal”, this effect is characterized by the existence of a
signal that has a similar frequency and cell id as another one
stored in the NIT, but is actually from another network [13].
Figure 2 illustrates a “fake signal”.

This situation can be avoided by comparison of the cell id
stored in NIT with the cell id of the candidate signal. Another
way to avoid the “fake signal” is the correct planning of the

Fig. 2. Fake signal during handover.

network, which will not allow two adjacent networks to have
identical frequency and cell id pairs, see Figure 3.

Fig. 3. Handover measurement and decision.

Consider a receiver moving in a trajectory between two
transmitters Tx1 and Tx2, during the trajectory the mobile
terminal accomplishes measurements of RSSI from the current
signal, at each time step k = 1, 2, 3, · · · , n. Thus, measure-
ments unnecessary are avoided, and as well as battery power
consumption.

VI. SIMULATION AND ANALYSIS

Two transmitter stations were positioned in different places
in towers with height of 100 m and power transmission of
2.5 kW. A receiver moving in a straight line between two
transmitters stations (Tx1 and Tx2) is simulated, and the signal
behavior of the two stations is presented in the Figure 4.

Observing the curves it can be verified that the receiver has
only one region of indecision, which represents the border
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Fig. 4. Field Strength between Tx1 and Tx2.

between the two cells, to execute handovers between the two
transmission stations.

VII. FINAL COMMENTS

When the broadcasting network is divided into SFN cells,
to form an MFN, it is important to analyze the most adequate
handover algorithm, in view of the challenges associated with
this process.

In the synchronization of received signal the cell identifica-
tion in the NIT is used to identify the transmitter, besides of the
two front-end solutions in receiver which allows continuous
reception.

The algorithm uses RSSI measurements and handover de-
cision in defined time intervals, avoiding battery consumption
with unnecessary measurements.
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RF Optical Link for Remote Station Applications 
 

Abstract—The well known benefits presented by optical 

systems are attractive for a variety of applications, especially 

when it comes to high frequency signals. Limitations such as high 

loss and electromagnetic interference (EMI) in coaxial cables are 

severely reduced when optical fibers are employed. Based on this 

scenery, this paper presents a brief theory of analog optical links 

focusing on remote station applications and the primary results 

of an optical link designed for a set of remote antennas stations. 

 
Index Terms—Antenna remoting, intensity modulation, optical 

fiber, radio frequency. 

I. INTRODUCTION 

In the past years, radio frequency (RF) optical links are 

being subject of research in many laboratories throughout the 

world. The interest on this area has been mainly driven by the 

necessity to overcome limitations in conventional waveguides, 

such as coaxial cables, principally when it comes to high 

frequency signals, where attenuation increase as a frequency 

function [1]. Optical fiber offers many advantages over 

coaxial cable for the transmission of RF signals in many 

applications, such as cable television (CATV) signal 

distribution networks, phased-array and antenna remoting, as 

well as cell phone networks and radar [2,3]. These benefits are 

due to the well known characteristics of optical fiber, which 

shows significantly less attenuation, higher bandwidth and 

immunity to electromagnetic interference (EMI). In addition to 

that, optical fibers enable considerable size and weight savings 

when compared to conventional waveguides. 

Optical links are suitable for specific systems that need to 

transmit or distribute their analog signals without going 

through digital conversion. This can be explained by 

limitations in the conversion process, where analog 

information cannot be reproduced accurately by digital bits at 

high bandwidths. [4]. 

In such systems, coaxial cables impose that all wideband 

elements on it be located physically at the same local to reduce 

de impact of RF losses, that can reach values of 15 dB/km at 

40 GHz. The low loss of fiber optics means that, for distances 

out to several hundred meters the performance of a system 

employing RF photonics is nearly independent of the distance 

between the various components [2]. 

Despite of all the striking characteristics of optical systems, 

there is a large difference among analog and digital 

transmission requirements. While high … are the prime 

requirements for the latter, linearity and signal to noise ratio, 

SNR, are the key features for transmission of analog signals. 

Such differences lead to different approaches and equipments. 

RF optical links are characterized by the same parameters 

used conventionally to measure conventional RF systems, 

such as power gain, noise figure and dynamic range. Two 

causes of signal degradation are electro-optic source 

nonlinearity and noise, which mostly arises from optic-electro 

conversion [4]. 

At present, there is a program research in course at the 

Photonics Laboratory of the Aeronautics Institute of 

Technology (ITA) to develop and characterize different 

experimental setups of such links aiming remote processing 

for receiver setups. One of the main motivations of this work 

is that besides it is a well known system in some countries, up 

to the authors’ knowledge, RF optical links techniques for that 

purpose, are not diffused at national research institutes. In this 

work we propose a setup of a RF optical link directed for 

transmitting and receiving systems operating at microwave 

frequencies sited away from the control/processing station, 

presenting the primary experimental results of the proposed 

setup. 

The perspective use of the system under consideration is for 

a radar station, the Itapetinga Radio Observatory (ROI) and 

the Brazilian Decimetric Array (BDA), which is a set of 38 

antennas coordinated by the National Space Research Institute 

(INPE).  

This work will enable to determine suitable parameters for a 

prospective radar station and antenna ensemble according to 

the desired results. 

II. THEORETICAL PRESENTATION 

On a RF optical link, optical carriers are modulated by 

microwave signals. Once modulation is reached, these optical 

carriers propagate over an optical fiber. After transmission and 

distribution, the modulated optical carriers are detected and 

demodulated by a photodetector, in order to recover the 

original signal. At this process, the photodetector produces a 

current that is directly proportional to the light intensity, 

which in turn is proportional to the optical power [5]. On the 

entire process, the modulation signals are subjected to 

attenuation, dispersion and possible changes in polarization. 

There are two common ways to achieve intensity 

modulation of the electro-optical source: direct and external 

modulation. The first one is basically the applying of 

modulation signal directly to the optical source, which results 

in an optical intensity which varies accordingly to the RF 

signal. This mechanism is limited by high frequencies due to 

frequency chirping [4]. 

An alternative for that is external modulation, where a 
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continuous optical carrier is applied to an external intensity 

modulator.  

We have chosen to adopt external modulation in this work 

due to better performances over directly configuration, 

especially when it comes to higher frequencies. A general 

block diagram of a generic RF optical link is shown in Fig. 1. 

 

 
Fig. 1.   Block diagram of an intrinsic externally modulated link 

 

Initially, optical amplifiers are excluded from the link 

definition to emphasize and visualize the impact on signals 

caused by the link components. On Fig. 1, the variable PCW is 

the continuous wave power, ps, pm and pl indicate the resulting 

power from the modulation source, modulator device and 

photodetector, respectively. The amount of power that reaches 

the detector device is denoted by pd.  

At present, a commonly used external modulator in analog 

optical links is the Mach-Zehnder interferometric (MZI) 

modulator with lithium niobato substrate [3]. In such 

modulators, an optical waveguide is fashioned close to the top 

surface of the material. This waveguide is made to split into 

two waveguides that run in parallel for a given length and then 

recombine into one waveguide. In the middle section, the two 

parallel optical waveguides traverse a region in which an 

applied electric field changes light phase light in one 

waveguide relative to the other, affecting the interferometric 

recombination of these two guided waves. The electric field, 

and, therefore the modulator’s optical output, is modulated by 

the small-signal RF modulation voltage across a set of 

electrodes on the surface of the substrate [5]. 

A parameter that is used to specify the performance of an 

external modulator is called Vπ, that is the voltage necessary to 

shift the optical phase in one arm of the waveguide by π 

radians relative to the other. This is a critical parameter since 

the DC bias voltage applied on the modulator to produce an 

electric field is a function of Vπ, consequently, the modulated  

optical intensity has a strongly dependence on this bias 

voltage. 

In analog links employing external MZ modulators, the 

sinusoidal transfer function usually dictates the linearity of the 

link. Electrooptic intensity modulators have inherently 

nonlinear transfer functions [5] which may limit the dynamic 

range of the link through the appearance of harmonic and 

intermodulation distortion. These parameters are important to 

evaluate the performance of RF optical links, as well as gain, 

noise figure and dynamic range, that are the commonly figures 

of merit used do characterize conventional RF links. 

A common solution to minimize the nonlinear effects of 

modulators is to set the bias voltage to half the value of Vπ, 

that is known as quadrature point, which is the region that the 

transfer function of the modulator behaves close to a linear 

function [1]. 

Biasing the modulator at quadrature yields the highest slope 

point and the highest link gain or lowest loss. In addition, 

operation at quadrature yields an odd transfer function, thus 

minimizing the second-order-distortion output. 

Usually, linearity is characterized in terms of spur-free 

dynamic range, SFDR, which can be defined as the maximum 

signal to noise ratio when the intermodulation distortion 

signals rise to the noise level. Intermodulation distortions arise 

from the mixing of signals in different frequencies. Such 

distortion can be quantified by the two-tone test, which 

consists of applying two frequency offset signals, 1 and 2, 

on the modulator with same amplitude. The intermodulation 

products can be seen on a spectrum analyzer. 

For single-octave applications where the signal bandwidth 

is narrow, the dominant intermodulation distortions products 

at 21-2, 22-1 cannot be filtered easily, whereas the even 

order distortions, such as 22, 21, can be filtered out by using 

a filter. Conversely, for multioctave applications, the second 

order distortions are dominant and cannot be ignored. Since 

the fundamental signal and the intermodulation distortion can 

be bias dependent, the corresponding multioctave and single-

octave SFDR can vary with the bias point. The SFDR of the 

modulator can be calculated from the derivatives of the 

transfer function [3]. 

A high linearity, in particular, requires a low third-order 

intermodulation distortion light source with a low relative 

intensity noise as the key component for such systems to 

achieve adequate signal quality. 

Assuming that the MZ modulator is biased at the quadrature 

point and that the modulator’s RF input and output load 

impedances are matched, the intrinsic gain of the link can be 

obtained by 

𝑔𝑡 = 𝑇𝑀𝐷
2 𝑔𝑚𝑔𝑑                               (1) 

 

where TMD indicates the transmission coefficient between the 

modulation device and the detector, taking in account 

attenuation and connectors losses; gm indicates the modulation 

stage gain and gd refers to the detection stage gain.  

An analysis of the individual stage gain allows an 

adjustment of the components according to the desired result. 

Therefore, their expressions are 

 

𝑔𝑚 =  
𝜋𝑇𝐹𝐹  𝑃𝐶𝑊 

2Vπ
 

2 𝑅𝑆

 0,5jωCMZ𝑅𝑆 + 1 2
                      (2) 

 

and 

𝑔𝑑 =
𝑅𝐿𝑟𝑑

2

 1 +  𝑗𝜔𝐶𝐷  𝑅𝐷 + 𝑅𝐿  2
                      (3) 

 

where TFF is the fraction of the total laser power in the 

modulator input that is coupled into the modulator output fiber 

when the modulator is biased for maximum transmission, PCW 

is the continuous wave laser power, RS is the output source 

impedance, rd is the responsivity of the photodetector, RD and 

CD are the impedance and capacitance of the photodiode, 

respectively, and RL is the load impedance.  
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A further relevant parameter is the noise figure of the link, 

which defines the degradation of signal-to-noise ratio. Noise 

figure is a critical parameter in sensing systems that employs 

RF optical links because it is the parameter that dictates the 

system’s sensitivity to received signals. 

In general, exists three noise sources that affect optical 

links: thermal, shot and relative intensity noise (RIN) [5, 6]. 

The noise figure of a link is defined by 

 

𝑁𝐹 = 10 log 
𝑝𝑜𝑛

𝑘𝑇 𝑓 𝑔𝑡
                            (4) 

 

where pon is the link output noise power, k is the Boltzmann’s 

constant, T is the temperature in Kelvin and f is the 

resolution bandwidth of the photodetector. As can be seen, 

noise figure is a parameter that depends on the link’s gain, so 

the choice of the components involves several design trade-

offs. 

Noise figure of externally modulated links is often 

dominated by shot noise originated by the photodiode [1]. 

As long as the harmonic output is smaller than the noise, the 

signal to noise determines the system performance. When the 

fundamental is large enough to generate distortion terms that 

rise above the noise floor, such terms can be often degrade 

system performance. For that reason, distortion effects are 

included, they set a maximum level limit of the fundamental. 

The signal level that generates distortion terms equal to the 

noise floor is the maximum signal for which the link output is 

free from distortion. Hence this is the spur-free, or 

intermodulation free, dynamic range. The bandwidth 

dependence of the SFDR depends on the order of the 

distortion, because of different signal power dependencies of 

the fundamental and distortion terms [7]. 

For an analysis of harmonic distortion, the output current 

delivered to the load can be split into harmonics portions. So, 

the fundamental and third order harmonics at the link output 

are given by 

 

𝑖𝑓𝑢𝑛𝑑  𝑡 = − cos 𝜔𝑡   1 +  
Γ𝑚
4
 

2

 𝑇𝐹𝐹Γ𝑚 sin  
𝜋𝑉𝐷𝐶

Vπ
    (5) 

 

and 

𝑖3𝑟𝑑  𝑡 = − cos 3𝜔𝑡  
𝑇𝐹𝐹
48

Γ𝑚
3 sin  

𝜋𝑉𝐷𝐶
Vπ

             (6) 

 

where m is the modulation efficiency and it is given by 

 

Γ𝑚 =
𝜋𝑣𝑚
𝑉𝜋

                                     (7) 

 

Expressions (5) and (6) are plotted in Fig. 2 as a function of 

input and output RF power, which varies accordingly to the 

RF modulation voltage, vm. 

 

 
Fig. 2.   Demonstration of the dynamic range of an intrinsic link with 

parameters values of the experimental setup presented on section III 

 

As can be seen in the above picture, link’s dynamic range 

related to harmonic distortion is around 50 dB. 

 

III. EXPERIMENTAL SETUP 

The schematic block diagram of the experimental setup 

under consideration is depicted in Fig. 3. It consists of a 1546 

nm DFB laser with maximum rated output power of 20 mW, a 

20 GHz Mach-Zehnder modulator with Vπ = 7.8 V, connected 

to the receiving stage by five meters of single mode optical 

fiber. The photodetector is a InGaAs photodetector with 

output impedance of 50  and responsivity of 1 A/W at 

operation wavelength. 

 

 
Fig. 3.   Schematic of the experimental link setup employing a MZI modulator 

 

One frequency mixer with range of 10 to 2000 MHz was 

employed to down convert the RF signal from antenna to an 

intermediate frequency, IF. As antenna and local oscillator, 

LO, two analog signal generators with maximum output power 

of +13 dBm were used.  

Finally, two signal amplifiers of 25 dB gain with frequency 

range of 0.2 to 2 GHz with noise figure of 1.8 dB were 

employed at the link. One at the modulator RF input and the 

other to the photodetector output.  

An illustrative picture of the experimental mount is showed 

in Fig. 4. 
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Fig. 4.   Picture of the experimental mount 

 

IV. RESULTS AND DISCUSSION 

After some analysis, the frequencies of the RF and LO were 

set as 2 GHz and 800 MHz, respectively, resulting on an IF of 

1.2 GHz, that is a value of our interest. Usually, IF frequency 

is lower than LO frequency. The set of frequencies values 

used in this work was determined by the available mixer and 

its characteristics. Despite that constraint IF frequency was 

according initial remote station aims. 

Setting the output power of the RF signal and LO to -13 

dBm and +10 dBm, respectively, and optical power average of 

16 mW, a gain of 11 dB was reached. Fig. 5 shows the 

frequency spectrum when applying a RF power of – 5 dBm. 

An attenuator of 10 dB was connected to the analyzer 

spectrum input to prevent occasionally damage from DC 

signal. 

 

 
Fig. 5.   Signal spectrum at link output 

 

The central component on Fig. 5 is the fundamental signal, 

while the left and right ones, are the LO at 800 MHz and a 

resulting component of the frequency mixer at 1.6 GHz. So, 

the system has a bandwidth of 800 MHz, with SNR of 61 dB, 

and noise figure of 43 dB. A linear response of the system was 

observed varying the RF input signal from -66 dBm up to -8 

dBm.  

 

V. CONCLUSION 

It was presented in this work a brief theoretical approach of 

RF optical links and a proposal of a setup directed to remoting 

applications, as well as the primary experimental results. Such 

results showed good perspectives for the use of the system, 

especially on applications limited by conventional lossy cable 

and waveguides. 

Although reasonable values of figures of merit were 

reached, the proposed system can be improved by using 

suitable components, such as mixers and amplifiers, which 

were restrictive on our mount, where the frequency range was 

limited by those components. Besides that, higher gain can be 

reached using higher optical power and intensity modulator 

with a lower V. 

Even though a length of five meters of optical fiber was 

used, it is widely known [8, 9, 10] that longest lengths will not 

decrease the signal significantly. 

The presented results show that the remote station 

application is a real and feasible solution for distributed 

receiver technologies. 
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Abstract—This work investigates the use of fractal geometries 
for the design of Frequency Selective Surfaces (FSSs). The 
objective is to design fractal FSSs that are able to resonate at 
more than one frequency, which is difficult to obtain with 
Euclidean arrays. The property of auto-similarity, presented in 
most fractal geometries, is used for the design of multiband FSSs. 
The FSS periodic arrays are composed of rectangular patch 
elements. The design of these structures is accomplished through 
the use of Computer Aided Design (CAD) tools, such as the 
commercial softwares Ansoft DesignerTM, MATLAB and Corel 
Draw. The computational simulated results are compared with 
the measured ones, obtained through the fabrication of some 
prototypes, in order to validate the investigation proposed. The 
measurements are performed with the aid of a vetorial network 
analyzer.  

Index Terms—Fractal geometry, frequency selective 
surfaces, measurement, numerical analysis. 
 

I. INTRODUCTION 
 

Frequency Selective Surfaces (FSSs) [1–4] present each 
time more applications and greater importance for the modern 
telecommunication systems, also those operating in high 
frequencies (millimeter waves and microwaves) [5]. The 
researches on the FSSs have been carried through for the 
manufacture of devices that protect indoor environments 
against interferences and people against excessive levels of 
radioelectric exposition. Currently, for example, the use of 
FSSs for the manufacture of microwave’s doors [6], antennas 
[1], [4] and radomes [7] is already common. The FSSs are 
bidimensional structures, composed by periodic arrays of 
metallic elements that are printed on one or more dielectric 
substrates [1]. When the FSS is exposed to the incident 
electromagnetic radiation, the array of metallic elements 
resounds in one given band of frequencies, according to the 
geometry and the periodicity of its conducting elements, as 
well as of the properties of the dielectric substrate [6-15].  

Since frequency selective surfaces are devices which rely 
on the constructive and destructive phases transmitted from a 
periodic arrangement of elements to provide spatial filtering 
or focusing effects, these devices can increase the usability of 
antenna systems, such as in the design of a dual-band reflector 

system. Therefore, fractal geometries can be incorporated into 
these surfaces to provide spatial filtering over several 
frequency bands [16].  

A frequency-selective surface has a signature that, in 
general, is dependent on the frequency of the incident wave, 
the incident angle, and the incident polarization. Several 
iterations of the fractal can be used to design an FSS that has a 
multiband frequency response that correlates to the scales of 
the geometry that is present in the structure. The Sierpinski 
Sieve fractal, utilized previously as a multiband monopole 
[17], has been used to design a multiband FSS [18], which has 
also been utilized as a radome [19]. However, this particular 
structure is sensitive to only one polarization. Various pre-
fractal FSS configurations have also been designed that can be 
dual-polarized due to the symmetry in the geometry [20], [21]. 
The fractal property of having multiple scales of similar 
geometry presented in the final structure has also been 
incorporated with dipoles [22]. 

In this work, we investigate the use of fractal geometry for 
the design of FSSs. The objective is to control the resonant 
frequency and bandwidth of the structure without modifying 
its original dimensions. Instead of that, the goal is to make the 
indentation of the rectangular elements using the Koch curve 
fractal geometry. The design of the fractal FSSs is 
accomplished using the CAD tools already mentioned. 
Simulated and measured results are obtained for comparison 
in order to validate the study proposed.   
 

II. THE FRACTAL GEOMETRY 
 

The property of auto-similarity, common to the fractal 
figures, is also used in the design of fractal FSSs. The fractals 
are geometric forms with complex standards that are repeated 
infinitely, even if they are limited to a finite region. A fractal 
filter can be created using fractal figures since the inherent 
qualities of these geometries allow the construction of this 
device with original performance and a size reduction of about 
50% to 75%, in relation to the traditional types [23]. 

Currently, the fractals are applied in several areas of 
science and technology, since biology until engineering. For 
example, the union between the electromagnetism and the 
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fractal geometry originated the area called of fractal 
electrodynamics. In this area, the characteristic properties of 
fractal geometry reveal useful for the construction of filters, 
frequency selective surfaces and antennas, making possible 
practical solutions for a variety of applications in the ISM 
band.  

Euclidean geometry deals with geometric objects with 
regular forms, as the point, the curves and the surfaces that are 
characterized in terms of their topological dimensions: 1, 2 
and 3, respectively. However, there are many irregular forms 
found in the nature that are not related to the Euclidean 
geometry, such as: surfaces of clouds and mountains, coastal 
lines, roots and branches of trees, nerves and vessels of the 
human body [24]. The fractal term was introduced in 1975 for 
the mathematician Benoit Mandelbrot [25], refering to the 
objects constructed recursively where one aspect of the object 
is infinite and the other is finite. For definition, a fractal is a 
set for which the dimension of Hausdorff-Besicovitch strict 
exceeds the topological dimension. Therefore, the fractal 
objects possess superior dimensionality to the Euclidean ones, 
occupying more efficiently an area or finite volume. The 
fractal dimension, the auto-similarity, the fulfilling of space 
and the iterative construction are common properties of the 
fractals [26].  

The fractal periodic arrays of FSSs proposed in this work 
were constructed from the conventional array of rectangular 
patch elements illustrated in Fig. 1(a). The periodicity of the 
elements is given by tx= Wc, in the x axis and ty = Lc, in the y 
axis, where W is the width and L is the length of the 
rectangular patch; Wc is the width and Lc is the length of the 
cell element. For the synthesis of the FSSs, a coarse empirical 
model was used. The dimensions of each rectangular patch 
element are given as a function of the effective scaled 
wavelengthλ , as we can see in Fig. 1(b). In this case, we 
consider the low-cost FR-4 fiberglass substrate with dielectric 
constant εr = 4.4, thickness h = 1.5 mm and dielectric loss 
tangent tan δ = 0.02. The effective wavelength was calculated 
by 5.0

r0 ]2)1[( ε+λ=λ , where λ0 is the free space wavelength.  
Using this procedure, and considering for a resonant 

frequency of 10 GHz, the dimensions of the rectangular patch 
elements were obtained: W = 9.2428 mm, L = 18.4856 mm, tx 
= 12.3238 mm and ty = 24.6475 mm. From this rectangular 
patch element, refered as generator or level zero fractal, the 
new FSSs proposed in this work were designed based on the 
Koch curve fractal elements.  

The original Koch fractal geometry appeared in 1904, after 
one publication of the mathematician Niels Fabian Helge von 
Koch, and it is characterized for constituting curves without 
tangents [23]. Fig. 2 shows an iterative construction of these 
fractal curves. A Koch curve can be characterized by two 
parameters: the number of iterations (or levels) and the 
iteration factor.  

In particular, from a rectangular patch element we consider 
a rectangular construction of Koch curve with two fractal 
iterations and a variable iteration factor (a). The geometry of 
the proposed FSS Koch fractal elements is shown in Fig. 3. As 
we can observe, in a given iteration, a rectangular Koch 
transformation is applied to each linear side of the previous 

patch element. A picture of the behavior presented by the 
proposed FSSs with Koch fractal elements was verified as a 
function of the number of iteration. 

III. RESULTS AND DISCUSSION 
For all the results presented in this section, a normally 

incident plane wave was considered to be impinging on the 
surface and the resulting transmission profile was calculated. 
It was also considered the TE polarization that refers to the 
case in which the electric field is perpendicular to the long 
dimension of the patch.  

In Fig. 4 we present the simulated results for FSS 
transmission coefficient obtained with the Ansoft Designer™ 
software considering until two iterations. We can observe a 
reduction of resonant frequency as the iteration number is 
increased. At level zero, there is a fort rejection band at the 
resonant frequency fr1 = 10.99 GHz. Introducing the first level 
of iteration, we can observe the reduction of the cutoff 
frequency and the appearance of a second rejection band. 
Finally, at level two we can verify a greater reduction at the 
resonance and bandwidth of the two rejection bands for 
structures using the same iteration factors of level one.  

The results shown in Fig. 4, for a = 3.5, prove that the 
introduction of fractal geometries is responsible for the 
reduction at the cutoff frequency and the rejection bands of a 
given FSS and it can also be applied to the case of multiband 
structures. Tab. 1 shows the numerical results for other values 
of the iteration factor (a) comparing the three levels of 
iteration investigated.  

We strongly consider the influence of the iteration factor at 
the control of the resonant frequency. For example, the set of 
level one Koch fractal elements, considering for the range of 

0.1005.3 ≤≤ a , is shown in Fig. 5.  
The respective transmission coefficients for each designed 

FSS with level one Koch fractal elements were simulated with 
the Ansoft Designer™ software. The obtained results are 
presented in Fig. 6. We can verify the variation of the resonant 
frequency as a function of iteration factor, making possible to 
control the response of the structure only varying the iteration 
factor used for the Koch fractal geometry.  

Four FSS prototypes had been constructed for the 
validation of simulation results, which were compared to the 
measurements for the power transmitted through the 
structures. Each of the arrays consists of a plate with 20 cm of 
height for 15 cm of width. Fig. 7 shows the photographs of the 
fabricated FSS prototypes.  

The equipment and instruments used in the measurement 
procedure were two horn antennas (one for transmission and 
other for reception), two waveguides, a network analyzer 
(N5230A, Agilent Technologies) that operates from 6.0 GHz 
up to 13.5 GHz, beyond handles and connectors. A fixed 
distance of 9 cm, equivalent to two wavelengths of the cutoff 
frequency of the waveguides (6.8 GHz), was adopted between 
the horn antennas.  

After setting all the instruments to the network analyzer, a 
measurement was performed, in order to obtain the level of 
the power transmitted and received by the antennas, without 
any FSS structure between them. This reference level was 
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used to adjust the return loss graphically displayed at the 
network analyzer screen, when the FSS structures are placed, 
one by one, between the horn antennas.  The measured data 
were interpolated with the aid of the MATLAB 7 software for 
the generation of the curves presented in Fig. 8, which 
correspond to the measurements for three fabricated level 1 
prototypes. The measured results agree very well with the 
simulated ones, obtained with the Ansoft DesignerTM 
software. 

A suitable difference between measured and simulated 
results can be observed and it can be explained if we consider 
the losses due to the instruments (handles, connectors, 
waveguides) and the objects which were present at the 
laboratory where the measurements were accomplished 
(desks, tables, boards etc.). A more accurate measurement 
procedure would be able with the aid of an anechoic chamber. 

The measurements of the level 2 prototypes were 
accomplished but are not included in this work because the 
resonant frequencies (about 5 GHz up to 6 GHz) observed are 
out of the range of measurements of the horn antennas 
utilized. The multiband behavior was observed but also not 
included in the results, because the second resonant 
frequencies of the FSSs analyzed, which were simulated with 
the Ansoft DesignerTM software, are between 15 GHz and 18 
GHz, therefore out of the range of measurement of the 
network analyzer used. 

 

IV. CONCLUSION 
 

This work considered the problem of computing the 
scattering parameters of a periodic array consisting of a fractal 
FSS, composed by rectangular patch elements. These 
structures were printed on a single layer of the low cost FR-4 
fiberglass dielectric substrate. The analysis was performed 
with the aid of the Ansoft DesignerTM commercial software 
for simulations and some of the FSS structures designed were 
fabricated and experimentally analyzed. The measured results 
validated the simulated ones, as well as the investigation 
proposed.  

Finally, the proposed FSSs with Koch fractal elements 
permit us to control the resonant characteristics and to tune a 
desired operation frequency. In relation to the conventional 
rectangular patch elements and considering the same resonant 
frequencies, this type of fractal FSS element can also be used 
to reduce the dimensions of the cells and consequently the 
overall size of FSS. 
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Fig. 1. (a) FSS with rectangular patch elements, (b) designed patch element 
dimensions. 

 
 
 

 
 

Fig. 2. Iterative construction of Koch fractal curves. 
 
 
 

 
 
 

Fig. 3. Geometry of the FSS Koch fractal elements for a = 3.5, tx = 12.3238 
mm and ty = 24.6475 mm: (a) level zero: W = 9.2428 mm; L = 18.4856; (b) 

level one: W1 = W/a = 2.6408 mm; L1 = L/a = 5.2816 mm; (c) level two: W2 = 
(W - W1)/2a = 0.9431 mm; L2 = (L – L1)/2a = 1.8863 mm. 

 
 

 
 
Fig. 4. Simulated results of the transmission coefficient for the prototypes 

illustrated in Fig. 3. 
 
 

 
 

Fig. 5. Rectangular patch elements with different iteration factors. 
 

 
 

Fig. 6. Simulated results of the transmission coefficients of the fractal FSSs as 
a function of the frequency and the iteration factor. 

 
 
 

a) b)
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TABLE I 
VALUES OF THE SIMULATED RESONANT FREQUENCIES AND BANDWIDTHS, IN 
FUNCTION OF THE ITERATION FACTOR, FOR THE THREE LEVELS OF FRACTAL 

ELEMENTS. 
 

 
 
 

 
 

Fig. 7. Photographs of the fabricated fractal FSS prototypes with level one 
Koch fractal elements and different values of iteration factor: (a) a = 3.05; (b) 

a = 5; (c) a = 7; (d) a = 9. 
 

 
 

Fig. 8. Measured transmission coefficient (S21) in dB of the fabricated FSSs 
prototypes with the level one Koch fractal elements and different values of 

iteration factor. 
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Abstract--In this paper we introduce a general, simple and 

powerful numerical method for the analysis and design of a 
dielectric-loaded cylindrical cavity. The method can be used for 
any number of dielectric resonators placed axisymmetrically in 
a metallic cylindrical cavity. The proposed method is a one 
dimensional nonuniform finite element method combined with 
H-vector variational formulation which is used to calculate the 
resonant frequencies and field amplitudes of all modes of 
dielectric-loaded cylindrical cavity. The results can be used in 
the design of microwave compact filters and multiplexers. The 
basis function is a first degree finite element function. In this 
method, the radial direction of the cavity is divided into number 
of elements and radial variations of the magnetic field 
components are expressed in term of first degree finite element 
polynomials in each element while axial variations of the field 
components are approximated by trigonometric functions. Due 
to concentration of the field inside the high dielectric constant 
material, we used more nodes with smaller element inside the 
dielectric to increase the accuracy of the method. Comparing the 
numerical results with those obtained with other well-known 
methods and measured data shows excellent agreement 
 

I. INTRODUCTION 

Weight and volume are two critical factors in the design 
and construction of satellite transponder where the 
components should be kept as light as possible in order to 
reduce launching cost and increase satellite life.  Due to use 
of many low losses metallic cavities for the realization of 
multiplexers and demultiplexers in the satellite transponder, 
reducing weight and volume of these filters are the main 
requirement in the design and construction of the transponder.  
As the size of each filter is inversely proportional to 

the rε which rε  is relative dielectric constant of material 
filling the filter, the use of high dielectric constant resonators 
is growing. However for the filter using dielectric resonators, 
the analytical formula is not available and to find filter 
parameters, one should implement numerical methods. These 
material filling the filter, the use of high dielectric constant 
resonators is  
growing. However for the material filling the filter, the use of 
high dielectric constant resonators is growing. For the filter 
using dielectric resonators, the analytical formula is not 
available and to find filter parameters, one should implement 
numerical methods. These methods are used to calculate field 

amplitude and resonant frequency of dielectric loaded 
cylindrical cavity(center frequency of the filter). Although for 

δ01TE  mode in dielectric loaded cylindrical cavity, the 
approximation methods such as magnetic wall [1] and 
dielectric waveguide [2] are widely used but the accuracy of 
these methods is not good enough for filter design. 
 

II. NUMERICAL METHOD 

In this paper a simple, general and flexible method is 
introduced which can be used for the analysis of dielectric 
loaded cylindrical cavity. The work presented in this paper 
has originated from a need for a flexible but powerful method 
of determining all modes in cylindrical cavities loaded 
axisymmetrically with several dielectrics (Fig. 1). 
Nonuniform one dimensional finite element method As we 
mentioned before, wave equation in a dielectric loaded cavity 
cannot be solved by analytical    methods and to calculate the 
resonant frequencies and the amplitude of field components, 
the numerical methods has been implemented. Among these 
methods, the mode matching technique [3-5] becomes 
complicated when there are many dielectrics inside the 
metallic cavity and two dimensional finite element method 
[6] is not efficient when the dielectric extends all the way to 
the end plate of the metallic cavity, since in this case, field 
variation in the axial direction is sinusoidal and using finite 
element function in this direction is not necessary. However 
the method introduced in this paper has no any disadvantages 
associated with the mentioned numerical methods and can be 
easily used to analysis metallic cavity with any number of 
dielectric and any configuration.  
To use this method, the structure in the radial direction of the 
cavity is divided into elements consisting of two nodes. A 
first degree polynomial with the value of 1 at nth node and 
zero at others (Fig. 2) is then associated with )(rNn . Due to 
the concentration of field inside the dielectric, the element 
size inside it is smaller than that of taken outside the 
dielectric. In the other word, most of the nodes are taken 
inside the dielectric to more precisely approximate the field 
distribution inside it. Considering the above fact, the 
magnetic field basis functions are expressed as follows: 
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Where L is cavity length and nA , nB and nC are 
amplitude of finite element basis functions. N is the number 
of nodes taken in the radial direction and P is number of 
sinusoidal term in axial direction. If we take M node out of N 
node inside the dielectric resonator, the nonuniform finite 
element basis function outside the dielectric region 
( )Mk ≥ can be expressed as follows: 
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The basis function inside the dielectric ( )Mk ≤  can also 

be expressed as follows: 
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In the above equations, a and b are dielectric and metallic 

cavity radius respectively. In the uniform finite element 
method [7], the number of node inside dielectric, M, is 
obtained by the following equation: 

1)1( +−=
b
aNM

 

(3)

 
It means that if dielectric radius is small compared with 

cavity radius (
b
a

 is small), only few node will be located 

inside the dielectric. For example for N=101 and 1.0=
b
a

, 

then M=11, which means only 11 nodes out of 101 nodes are 
located inside the dielectric which considerably reduce the 
accuracy of the calculation. In addition we have to choose 
N such that M becomes integer in (3) and this is other 
limitation of using uniform finite element method. These 
disadvantages are eliminated in nonuniform finite element 
method in which M can be any arbitrary number. 

Equations (1) can be simplified to the following equations: 
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Where pnnppnnp EBBDAA == , and pnnp FCC = . 

Substituting (4) in the following H-vector variational 
formulation: 
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and minimizing the expression with respect to the field 
amplitudes by the following equations: 
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where integrals are performed over volume of the cavity, one 
can arrive to the following matrix equation: 

xBxA λ=

 

(7)
 
Where 2

000 ωµελ = is eigenvalue and x is eigenvector 
which is a vector containing field amplitudes 

),..0,,..1(),,..1,,..1( PpNnBPpNnA npnp ′==′== a

nd ),...0,,..1( PpNnCnp ′== where 1−=′ PP . 

This vector is a 13 ×NP vector. A and B are 
NPNP 33 × square matrixes which due to the nature of 

finite element basis function are very sparse. The number of 
nonzero elements for matrix A is )13(9 2 −NP and that of 

matrix B is )13(3 2 −NP . In other word for N=100, only 

3% and 1% of matrix elements for A and B are respectively 
nonzero. This property considerably reduces computer time 
and memory. It should be mentioned that parameter s  in (4) 
is used to eliminate the spurious modes which is inherent 
property of finite element method. Solving equation (6) one 
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can calculate resonant frequencies, 0f and field amplitudes of 
all mode for the dielectric loaded cylindrical cavity of Fig.1.  

 
III. NUMERICAL RESULTS 

Finite element methods gives upper limit to the resonant 
frequency of the cavity and by increasing the number of node, 
the result converge to the actual resonant frequency. Fig.3 
shows the variation of the resonant frequency of 

030TM versus M, the number of nodes taken inside 
dielectric. 

As we can see, the resonant frequency converges to its 
actual value as M increases. To show the accuracy of the 
method we also calculated the resonant frequency of 
dielectric loaded cavity shown in Fig. 1 with cmb 1= , 

cmLhr 3,37 ===ε  and depicted in Fig. 4. For this figure 
all supporting dielectrics have dielectric constant equal to 
1( 154321 ===== rrrrr εεεεε ). In this figure 
variations of the resonant frequencies of first three modes 
versus filling factor (dielectric to cavity radius ratio) are 
depicted. The resonant frequencies corresponding to 

0=
b
a

and 1=
b
a

refer to the resonant frequencies of empty 

and fully loaded cavity with dielectric resonator respectively 
which analytical solution for these frequencies exist. As it is 
clear from the figure, the resonant frequencies decrease by 

increasing the filling factor (for 1=
b
a

, the resonant 

frequency decreases by factor of rε  with respect to empty 
cavity). Comparison is also made for Fig.1 with 

21,2.36 llr ==ε  and other references which are shown in 

table I ( 154321 ===== rrrrr εεεεε ). As can be seen, 
the results obtained by the present method are in excellent 
agreement with both other references and measurement. 
Table II shows the comparison between the resonant 
frequencies of different modes calculated by presented 
method and those in other references for cylindrical cavity 
loaded with dielectric ring. As it is evidence, the results are in 
excellent agreement with other methods. 

 

IV. CONCLUSION 
In this paper a simple but general and flexible numerical 

method was presented for the calculation of all parameters of 
dielectric loaded cylindrical cavity. The method used one 
dimensional nonuniform finite element method which is 
capable of designing various dielectric loaded cavity 
microwave filters for systems in which weight and volume 
should be kept as low as possible. The accuracy of the 
method was verified by comparing the results with those 
obtained with well known numerical method and also 
measured data. 
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Fig. 1-General configuration of dielectric loaded cylindrical cavity 
 

 
Fig.2-Discritizing radial direction of cavity into elements and defining finite element function  
 
 

Table I 
 COMPARSION OF RESONANAT FREQUENCIES (GHz) CALCULATED BY THE PRESENT METHOD AND THOSE GIVEN IN [7-10] 

FOR 01TE  MODE (CONVENTIONALLY  KNOWN AS )01δTE  OF SEVERAL PARALLEL PLATE  RESONATOR LOADED WITH SHORT 

CYLINDRICAL DIELECTRIC. 
 
 
D(mm) H(mm) 

h
l1  

Ref[7] 
(GHz) 

Ref[8] 
(GHz) 

Ref[9] 
(GHz) 

P.M 
(GHz) 

Ref[10] 
(GHz) 
Measured 

4.06 5.15 0.568 10.53 10.86 10.5 10.51 10.48 
6.03 4.16 0.82 7.95 8.31 7.94 8.01 7.94 
5.98 2.95 1.36 8.64 9.16 8.61 8.62 8.64 
6.02 2.14 2.07 9.36 10.08 9.33 9.38 9.4 
7.99 2.14 7.87 7.87 8.38 7.76 7.75 7.79 
 
PM=Present Method 
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Fig 3. Variation of the resonant frequency of 030TM versus M, the number of the node taken inside dielectric 
 
 

Table II 
COMPARSION OF  RESONANT FREQUENCY (GHz) CALCULATED BY  PRESENT TECHNIQUE  AND THOSE GIVEN IN [7] AND [11] FOR A 
CYLINDRICAL CAVITY  LOADED  WITH  A DIELECTRIC  RING. 

),22.7,051.9,044.3124.6,124.4,5.37( 21 llmmbmmDmmdmmLmmhr =======ε   

 
Mode Ref[7]   (GHz) Ref[11]  (GHz) P.M  (GHz) 

01TE  6.64 6.64 ( δ01TE ) 6.63 

02TE  10.49 10.50 ( 101 +δTE ) 10.49 

01TM  8.42 8.38 ( δ01TM ) 8.36 

11HE  8.86 8.79( δ11HE ) 8.80 

12HE  9.84 9.78 ( δ11EH ) 9.82 

 
D and d are outer and inner diameter of dielectric ring respectively. (PM=Present Method) 
 
 
 

)(0 GHzf
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Fig.4. Variations of the resonant frequencies of 011TE , 111HE and 010TM  versus filling factor 
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Abstract—A compression method, based on the
choice of a wavelet that matches the electrocardiogram
to be compressed, is proposed in this paper. The scaling
filter that minimizes the distortion of the compressed
signal is used on the determination of the wavelet,
being retained only the most significant coefficients of
projection of the signal on the wavelet subspaces. The
threshold for the selection of the most significant coef-
ficients is obtained to satisfy a pre-specified distortion
measure. The significant coefficients and the bitmaps
of location in each wavelet subspace are encoded by
applying a modified version of the Run Length Encoding
technique using codewords whose lengths are adapted
for each subspace. Several tests with electrocardiograms
from the MIT-BIH database illustrate the efficiency of
the method.

Index Terms—Data compression, electrocardiogram
signals, ECG, run length encoding, wavelet.

I. Introduction

Multichannel electrocardiogram (ECG) signals provide
the cardiologists with essential informations to diagnose
heart diseases in a patient. In an ambulatory monitoring
system, the volume of ECG data is necessarily large, as a
long period of time is required in order to gather enough
information about the patient [1]. With the crescent usage
of the telemedicine [2], [3], [4], ECG data can be obtained
remotely and transmitted to the proper destination. There-
fore, an efficient scheme of data compression for the ECGs
is a key component both for communication systems and
for data storage. The compression methods can be divided
into two categories: the lossless compression, in which the
recovered signal must be identical to the original signal [5]
and the lossy compression, in which the recovered signal
may present a certain distortion when compared to the
original signal [1], [6], [7].

Lossy compression schemes used in ECGs fall into one of
two categories: direct and transform schemes. Among the
transform schemes, the wavelet transform has been shown
promising because of their properties of good location in
the time and frequency domains. A good analysis and com-
parison among several compression methods is presented in
[8].

Lossless compression methods can be used associated
to the lossy ones since the encoding of the original data

with as lesser number of bits as possible is essential to the
good performance of the system. In the case of transform
methods, the coefficients of representation of the signal
in the transform domain that are not significant can be
discarded, and the retained coefficients can be encoded and
stored using lossless compression techniques like the Run
Length Encoding (RLE) technique [9], which consists of
identifying sequences of repeated symbols and representing
such sequences by the number of occurrences of these
symbols, instead of storing the entire sequence.

In [10] it is presented a good example of the asso-
ciation between lossless and lossy compression methods.
The algorithm presented consists of first preprocessing the
signal by applying it to a lowpass filter and a bandstop
filter, in order to attenuate high frequency and baseline
noises. The wavelet decomposition procedure is applied
on the preprocessed signal using a fixed wavelet and the
resultant coefficients are passed through a linear prediction
filter. The errors of prediction are thresholded in a way
that only the greatest absolute values are retained (lossy
compression). The retained errors are then encoded with
the bitmap that informs the positions of the retained error
values. The encoding is performed using a modified Run
Length Encoding (lossless compression).

The well-known compression algorithm called Set Parti-
tioning in Hierarchical Trees (SPIHT), developed by Lu &
Pearlman [1], presents good results and is used in a great
number of recent papers to compare the performance of
the recently proposed compression methods. The SPIHT
algorithm is based on the wavelet transform and its main
charateristic is on the encoding of the significant coeffi-
cients. The principles of this encoding are partial ordering
of the transform coefficients by magnitude with a set parti-
tioning sorting algorithm, which guarantees that the most
significant coefficients are encoded first; ordered bit plane
output, which guarantees that the output string can be
truncated at any time without compromising the validity of
the compreesion; and exploitation of self-similarity across
different layers, which allows the encoding of the position
of several non-significant coefficients using only a few bits.

The method proposed by Benzid et al. [6] is also based
on the wavelet transform. The coefficients of representation
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of the ECG on the subspaces are obtained from the wavelet
decomposition procedure using a fixed wavelet function. A
great number of coefficients is so small that no significant
modification is made in the shape of the signal when
it is reconstructed by setting these coefficients to zero.
Therefore, the retention of the coefficients that present
an absolute value greater than a threshold results in a
compression with a distortion controlled by the value of the
threshold. the retained wavelet coefficients are quantized
and encoded, along with the bitmap that informs the
position of the retained coefficients, using the Two-Role
Encoder method.

An improved version of the method presented in [6] is
proposed in this paper. The wavelet is adapted to each
ECG in order to minimize the distortion of the recovered
signal, instead of using the same wavelet for every ECG.
The significant wavelet coefficients are retained, quantized
and encoded using a specific number of bits for each decom-
position subspace associated to the chosen wavelet. The
final string contains sequentially the encoded coefficients
when the related coefficient is significant and the run length
encoding of the zeros of the bitmap when a sequence of
insignificant coefficients occurs.

The paper is organized as follows. Section II details the
proposed method. The choice of the wavelet is explained
in the Section III. Section IV presents the algorithms
used for the retention, quantization and encoding of the
wavelet coefficients. An example that shows some results
of the application of the proposed method in an ECG is
presented in the Section V. A series of experiments to
compare the proposed method with the one presented in
[6] and with the SPIHT is presented in the Section VI. The
final considerations and the conclusion are presented in the
Section VII.

II. Proposed Compression Method

The objective of the compression methods based on
transforms, in the compression context, is to concentrate
the energy of the signal into a small amount of transformed
coefficients. Consequently, it is possible to discard the
coefficients that are lower than a given threshold without
affecting considerably the distortion of the reconstructed
signal.

The proposed ECG compression method briefly consists
of:

• Pre-processing of the ECG in order to attain a result-
ing signal with a zero mean, since in the ECG signals
the important part is not the signal level but the time
variation of the ECG waveform [11];

• Choice of the wavelet that results on the best ECG
compression;

• Selection of the significant wavelet coefficients by re-
taining the coefficients with absolute values greater
than a threshold. The threshold is determined by a
bisection algorithm presented in the Section IV;

• Quantization of the significant coefficients using a
specific number of bits for each subspace considered,

as explained in the Section IV;
• Encoding of the position of the significant coefficients,

defined by a bitmap constructed as the following: if the
coefficient is significant then there is a correspondent
1 in the sequence, otherwise a 0 is used. The sequence
is encoded along with the quantized values of the
coefficients retained by the application of the method
described in the Section IV.

The steps of the ECG decompression method consist of:

• Decoding the bitmap and the sequence of values of the
retained coefficients;

• Reconstruction of the ECG samples by the wavelet re-
construction procedure. The values of the insignificant
coefficients are equal to zero.

The Compression Ratio (CR) is defined by

CR =
s

c+ h
(1)

being s the total number of bits of the samples of the
orignal ECG, c the total number of bits used to encode
the final string (compressed signal) and h the length of the
header containing the parameters necessary to reconstruct
the signal.

The distortion of the reconstructed signal is measured
by the Percent Root-mean-square Distortion (PRD) given
by

PRD =

(

∑

k

(νk − ν̂k)2

)1/2(

∑

k

ν
2

k

)

−1/2

(2)

being νk the original signal without the mean value and ν̂k

the reconstructed signal.
The compression ratio CR and the distortion measure

PRD depends on the number of significant coefficients,
on the wavelet, on the number of quantization levels and
on the techniques used to encode the coefficients and the
bitmap of location of the significant coefficients.

III. Choice of the Wavelet

A nonzero real function ϕ(x) that can be expressed in
terms of a weighted sum of shifted ϕ(2x) as

ϕ(x) =
∑

k

ℓk

√
2ϕ(2x− k), k ∈ Z, x, ℓk ∈ R (3)

is a scaling function, being ℓn the scaling filter [12]. The
wavelet function is defined from the scaling function as

ψ(x) =
∑

k

hk

√
2ϕ(2x− k), (4)

where hn is the wavelet filter. The filter hn can be obtained
from the filter ℓn as

hn = (−1)n
ℓm−n−1, (5)

where m is the order (number of coefficients) of the scaling
and wavelet filters.

The fast-forward (decomposition procedure) and inverse
(reconstruction procedure) wavelet transforms are im-
plemented as tree-structured, perfect-reconstruction filter
banks. The input signal is filtered by the analysis filter
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pair to generate low-pass and high-pass signals, which
are then downsampled by a factor of two. This analysis
filter pair is then applied to the downsampled low-pass
signal recursively to generate layered wavelet coefficients,
as shown in Equations (6) and (7), being ak[n] the coeffi-
cients of projection in the scaling subspace on the level k,
bk[n] the coefficients of projection in the wavelet subspace
on the level k, ∗ the convolution operator and {.}↓2 the
downsample operator.

ak−1[n] = {ℓ−n ∗ ak[n]}↓2 (6)

bk−1[n] = {h−n ∗ ak[n]}↓2. (7)

The decomposition procedure starts by considering that
the coefficients of decomposition of the signal νn in the
highest level aη[n] are equal to the samples of the signal,
which means

aη[n] = νn. (8)

To recover the original signal, i.e., for the discrete inverse
transform, the lowest-frequency wavelet coefficients are
upsampled by a factor of two (zeros are inserted between
successive samples), filtered by the low-pass and high-pass
synthesis filter and added together to produce the low-pass
signal for the next layer, as shown in Equation (9), being
{.}↑2 the upsample operator.

ak[n] = ℓn ∗ {ak−1[n]}↑2 + hn ∗ {bk−1[n]}↑2 (9)

The number Mk of coefficients of
ak[n] and bk[n], k = {0, . . . , η − 1} is given by

Mk−1 =

⌊

Mk +m− 1

2

⌋

(10)

with Mη = N , being N the number of samples of the
original signal.

This process is repeated for all the subspaces until the
original size of the signal is reached to complete the inverse
transform. The selection of the different analysis-synthesis
filter pairs, which correspond to the different wavelet bases,
is very important for obtaining effective data compression,
thus the choice of a wavelet basis that results on the better
compression for a given signal is reduced to the problem of
determining the proper scaling filter ℓn.

In order to determine the proper scaling filter, a set of
constraints must be satisfied. Since there exists m/2 + 1
constraints applied to the scaling filter with m coefficients,
there are γ degrees of freedom on the choice of ℓn, being γ
given by

γ =
m

2
− 1. (11)

Using the method described in [13], it is possible to express
the scaling filter ℓn using a set of parameters θ in a way that
the constraints applied to the scaling filter are embedded in
the parametrization and the search for a satisfatory scaling
filter becomes a search on the domain of the parameters.

The wavelet function that results on the better com-
pression of an ECG is obtained by the resolution of the
following optimization problem

min
θ∈[0,π]γ

PRD(θ) (12)

The measure of distortion PRD(θ) depends on the param-
eters θ since the shape of the reconstructed signal ν̂ is
variant with the set of parameters θ used. In order to ease
the notation, the measure of distortion will be denoted
simply as PRD. Let fk[n] an orthonormal basis for the
signal νn and ck the coefficients of representation of the
signal on the basis. The PRD in Equation (2) can be
rewritten as




∑

r

(

∑

k

ckfk[r]−
∑

k∈K

ckfk[r]

)2(

∑

r

ν
2

r

)

−1




1/2

,

(13)
being K the set of indexes of the retained coefficients whose
reconstruction yields the signal ν̂. Since the functions fr[n]
are orthonormal, Equation (13) becomes

PRD =

(

1−
∑

k

ν̂
2

k(
∑

k

ν
2

k)−1

)1/2

. (14)

The PRD resulting from the compression using the wavelet
and scaling functions resultant from the parametrization θ
can be computed using the Equation (14) since the basis
in this case is orthonormal. The PRD can also be directly
calculated from the wavelet decomposition coefficients by
the application of the Parseval Theorem, since

E =
∑

k

ν
2

k =
∑

k

|ck|
2
, Ê =

∑

k

ν̂
2

k =
∑

k∈K

|ck|
2 (15)

being E the energy of the original signal, Ê the energy of
the recovered signal from the wavelet subspaces and ck the
coefficients of projection, resulting in

PRD =

(

1−
∑

k∈K

|ck|
2(
∑

k

|ck|
2)−1

)1/2

. (16)

The vector ck is arranged in the following way:

c[n] = a0[n], 1 ≤ n ≤M0,

c

[

n+ 1 +

k
∑

r=0

Mr

]

= bk[n], 1 ≤ n ≤Mk. (17)

Since the PRD function is a non-convex function with
several local minima, the optimization problem is solved
using a sequential quadratic programming implemented
by the function FMINCON in the Optimization Toolbox
of Matlab [14]. It is necessary to provide the FMIN-
CON function with an estimated starting point. In the
implementation of the proposed method the parameters
of four scaling functions are used as starting points: the
parameters of the Haar scaling function, the parameters
that generate the Daubechies scaling function with size
m corresponding to the γ used and two random sets of
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parameters. The function FMINCON is executed for each
starting point and the set of parameters that generates the
lower PRD is stored.

The computation of the value of PRD in the optimiza-
tion problem described by Equation (12) is described in
the following steps:

1) Determine a retention ratio σ which will be constant
for all the procedure;

2) Find, for a set of parameters θ, the coefficients of the
scaling and wavelet filters;

3) Compute the resolution η by

η =

⌊

log
2

(

2(ρ− 1)

m− 1

)⌋

, (18)

being ρ the number of samples of a beat pulse of the
ECG. The value of η is an integer value calculated in
order to produce a value of ρ approximately equal to
κ (number of samples of the discrete version of the
scaling function) given by

κ = (m− 1)2η−1 + 1; (19)

4) Decompose the ECG signal in η subspaces as de-
scribed in Equations (6) and (7), compose the vector
cn as specified in Equation (17) and retain approx-
imately K/σ coefficients, being K the total number
of coefficients of decomposition obtained. The coeffi-
cients that are not significant are substituted by zero;

5) Compute the quadratic distortion PRD by using
Equation (16).

In order to analyze locally the distortion of the com-
pressed signal, the function of measure named Moving
Average PRD (MAPRD) is proposed. The MAPRD[n]
measures the distortion between the samples n and n+w,
being w the length of the window defined by the user, and
is given by

MAPRD[n] =

(

1−

n+w
∑

k=n

ν̂
2

k(

n+w
∑

k=n

ν
2

k)−1

)1/2

. (20)

IV. Retention, Quantization and Encoding

After the choice of the wavelet filter that results on the
better compression and the obtention of the coefficients
from the decomposition procedure using the chosen wavelet
filter, it is necessary to define a threshold to limit the
coefficients in a way that only the coefficients whose values
are greater than the threshold are retained, being the
distortion of the signal reconstructed from the retained co-
efficientes compatible with the user-defined PRD (UPRD)
within a certain tolerance ǫ. The Algorithm 1, based on the
bisection algorithm presented in [6], shows the algorithm
used to determine the threshold value.

Algorithm 1 [T ] = Bisection(c, ǫ, UPRD)
PRD ← 100; Tmin ← 0; Tmax ← max

n
|cn|

while |PRD − UPRD|/UPRD > ǫ do

T ← (Tmin + Tmax)/2
K ← {argk|ck| ≥ T}

PRD ← (1−
∑

k∈K

|ck|
2(
∑

k

|ck|
2)−1)1/2

if PRD < UPRD then Tmin ← T else Tmax ← T

end while

The retained wavelet coefficients are quantized using the
quantization method proposed in this paper, which consists
of defining a number of quantization bits different for
each subspace considered. The amplitude of the coefficients
usually changes significatively depending on the subspace,
so a lesser number of bits is needed to quantize the
coefficients with lower amplitudes, whose usually occur in
the higher resolution subspaces, to yield approximately the
same quantization error.

In the proposed quantization, the number qn of bits used
to quantize the n-th subspace is equal to the minimum
number of bits that causes a distortion on the recovered
signal lower than the UPRD within a tolerance ǫq. The
distortion caused by the quantization of one subspace is
calculated by reconstructing the signal using the quan-
tized coefficients of the subspace analyzed along with
the retained non-quantized coefficients from the remaining
subspaces. This procedure is repeated for all the subspaces.

The quantized coefficients must be stored with the
bitmap that informs the position of the retained coeffi-
cients. In the bitmap, if a coefficient is retained then the
respective bit is changed to 1, otherwise it is kept as a 0.
In this paper a new method to encode both the quantized
coefficients and the bitmap is proposed and consists of the
following steps:

1) For each subspace, do the following procedure:

a) If there exists more ones than zeros in the
bitmap, return a bit 1 and invert the values of
the bitmap in the current subspace. Otherwise,
return a bit 0;

b) Construct a vector v that contains the lengths of
the sequences of consecutive zeros. The number
of bits used to encode each sequence in the
current subspace is given by

qz = ⌊log
2
(mean + std)⌋, (21)

being “mean” and “std” the mean and the stan-
dard deviation of the vector v, respectively. The
sequence of zeros that appears after the last
significant coefficient (considering all the coef-
ficients of all the subspaces) is not considered
in the calculation of qz;

c) Insert in the output string the value qz using a
fixed number of bits (usually three bits);

d) Analyze the sequence of bits related to the
current subspace: if a bit 1 occurs, insert in the
output string a bit 1 and the quantized value of
the wavelet coefficient related to this position; if
a bit 0 occurs, insert in the output string a bit
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0 and the length of the sequence of consecutive
zeros, using qz bits, that starts with this bit 0.

The algorithm continues until the last significant coeffi-
cient is inserted into the string, since the sequence of zeros
that occurs after the last significant coefficient does not
need to be encoded and stored. It is necessary to store not
only the output string but also the header that contains the
information needed to reconstruct the signal. The header
is composed by the following informations:

• The values of the parameters θ, each parameter stored
using 11 bits;

• The number of bits of quantization qn used in each
subspace, encoded using 4 bits;

• The absolute value of the smaller coefficient and the
quantization step considered in each subspace, both
stored with 11 bits.

V. Example

In this section the results of the application of the pro-
posed compression method are presented and analyzed for
the ECG from the MIT-BIH database of signals of arryth-
mia [15] correspondent to 2 minutes (43202 samples) of the
signal identified as 117. The considered signal presents 100
beat pulses and approximately 433 samples per beat, being
decomposed in η = 6 subspaces. The specified distortion
is UPRD = 4%, the tolerance of retention is ǫ = 1% and
the tolerance of quantization is ǫq = 10%. Figure 1 shows
part of the original and recovered signals that contains the
window with worst MAPRD, which is also presented in
the figure. The window length used is w = 433, equal to
the approximate number of samples per beat. Note that
even in the window where the distortion is greater the
recovered signal presents a low distortion when compared
to the original signal.

Table I shows the results obtained from the application
of the proposed method on the signal 117. Note that the
percentage of the retained coefficients and of the retained
energy decrease as the resolution of the subspaces increase,
implying on the increasing of the frequency of occurrence of
zeros in the bitmap. Such increasing can also be observed
by the analysis of the number of bits used to represent
the lengths of the sequences of zeros in the subspaces.
Note that the bits are inverted in the first three subspaces,
therefore the number of zeros in these subspaces is very
small and this number increases as the other subspaces
are analyzed. The increasing on the number of bits used
to represent the sequences of zeros is a direct consequence
of the increasing of the mean length of the sequences of
zeros and, consequently, of the increasing of the frequency
of occurence of these zeros. At last, the number of bits
of quantization of the retained coefficients presents a little
deviation for the first five subspaces and decreases con-
siderably in the last two subspaces, which means that the
amplitude of the coefficients of the last two subspaces is
lower and such coefficients can be represented by a fewer
bits. The decreasing of the amplitude of the coefficients
on the last two subspaces can also be observed by the
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Fig. 1. Part of the recovered (top) and original (middle) signal of

the electrocardiogram number 117 of the MIT-BIH database. The

part shown contains the window of worst MAPRD, which is presented

in the bottom. The worst value of MAPRD occurs for the window

starting at the sample 7875.

analysis of the values of the mean the of the standard
deviation of the retained coefficients and by the analysis
of the percentage of the retained energy. Such feature is
not considered in the method presented in [6], in which
the number of bits of quantization is constant for all the
coefficients considered.

VI. Numerical Experiments

In this section, the proposed method is compared with
the Two-Role Encoder (TRE) [6] and the SPIHT [1].
Eleven different arrythmia ECG signals (43202 samples
each) from the MIT-BIH database [15] are used in the
experiments, being these eleven signals the ones used in
the experiments performed by [6]. In the proposed method
it is used the tolerances ǫ = 1% and ǫq = 10% as used
in [6], the signals are decomposed into η = 6 wavelet
subspaces and the number of coefficients of the scaling and
wavelet filters is m = 10, implying in γ = 4 parameters.
The SPIHT algorihtm is implemented by segmenting the
signal into segments of 1024 samples and applying the
SPIHT compression into each segment, the wavelet used is
the biorthogonal bior4.4 wavelet whose scaling and wavelet
analysis filters present lengths m = 9 and m = 7, respec-
tively, and the signal is decomposed into η = 6 wavelet
subspaces. In the TRE algorithm the wavelet bior4.4 is
used, the signal is decomposed into η = 6 wavelet subspaces
and the values of tolerance used are ǫ = 1% and ǫq = 10%.
The user-defined PRD is UPRD = 4% for all cases.

The values of the compression ratio obtained using the
proposed and the TRE methods are presented in the Figure
2 and the Figure 3 shows the values of the compression ra-
tion obtained using the proposed and the SPIHT methods.
In these figures each point represents the CR resultant from
the application of both methods in one ECG and each point
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TABLE I

Results of the proposed method: signal 117 MIT-BIH.

Subspace a0 b0 b1 b2 b3 b4 b5

Number of coefficients 683 683 1358 2708 5408 10807 21605
Percentage of the retained coefficients 97,80 92,24 70,77 43,35 50,94 4,26 0,001

Percentage of the retained energy 99,99 99,99 99,96 99,89 99,00 66,57 0,75
Mean of the absolute value of the retained

coefficients
213,77 83,17 54,49 25,28 10,12 0,55 0,001

Standard deviation of the absolute value of
the retained coefficients

181,24 86,37 75,82 68,79 24,38 2,81 0,12

Bits of quantization 8 6 7 8 7 2 1
Mean of the sequences of zeros in the bitmaps 41,75 13,12 6,81 3,57 1,94 8,95 9,27
Standard deviation of the sequences of zeros

in the bitmaps
45,64 11,55 3,74 3,21 1,50 24,98 28,19

RLE bits in the bitmaps 6 4 3 2 1 5 5
Inversion of the bits in the bitmaps Yes Yes Yes No Yes No No
Percentage of retained coefficients 15,38

Compression Ratio (CR) 7,92
Distortion (PRD) 4,07 %
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Fig. 2. Compression ratios from the proposed method and from [6]

for eleven electrocardiogram arrythmia signals.

above the line means that the proposed method yielded a
better result, which is the case for all the signals considered.

VII. Conclusion

An electrocardiogram compression method, composed
by three main steps, has been proposed in this paper:
i) adaptive choice of the wavelet that better fits to the
signal; ii) selection of significant coefficients that satisfies
a pre-established distortion measure; and iii) Run Length
Encoding method adapted for each wavelet subspace. Nu-
merical experiments were conducted in order to compare
the proposed method with the Two-Role Encoder [6] and
with the classical SPIHT [1]. The experiments have shown
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Fig. 3. Compression ratios from the proposed method and from [1]

for eleven electrocardiogram arrythmia signals.

that the method proposed in this paper presents a superior
performance when compared to the other two methods for
all the signals analyzed.
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Abstract— A method for evaluation of the performance of
fundamental frequency estimation algorithms is proposed. The
method determines the minimum signal-to-noise ratio (SNR)
necessary for given frequency estimation algorithm to work
properly and also provides the accuracy of the estimates.
Therefore, the proposed method allows one to determine if a
given frequency estimation algorithm is adequated for a specific
application, taking into account the available SNR and the
precision requirements.

Index Terms— digital signal processing, fundamental fre-
quency, performance evaluation.

I. INTRODUCTION

Fundamental frequency (F0) is the inverse of the fun-
damental period, which is defined as the shortest shift in
time that makes a signal invariant [1]. F0 is closely related
to the psychoacoustic phenomenon of pitch, which is the
property of sounds that allow them to be ranked in a scale
that goes from bass to treble [2]. Pitch allows, for example,
distinction between musical notes or between some prosodic
speech intonations like exclamation (“Hello!”) and interroga-
tion (“Hello?”). Non-audio applications may also benefit from
F0 detection. For example, it may be used as a part of a control
system for heavy machinery whose movement is kept at a
certain rate.

F0 detection is, today, a well known problem. Many algo-
rithms are capable of detecting the F0 of a signal, each adapt-
ing to different conditions regarding precision, stability and
noise robustness. Most algorithms model periodic signals as a
sum of N sinusoidal waves, called partials, each presenting
its own amplitude An, phase φn and frequency nF0:

S(t) =
N∑

n=1

An cos(nF0t+ φn). (1)

It is noticeable that different applications often demand
F0 detection to be performed on signals presenting different
signal-to-noise ratios (SNR) or to provide different precision
levels. For example, it is usually accepted that music transcrip-
tion requires F0 detection with a relative deviation lesser than
2.98%, which is equivalent to half the frequency difference

between two consecutive notes, while automatic instrument
tuners require a much more accurate estimate.

The choice of the correct F0 estimation algorithm for each
application has motivated comparative studies. Santamaria
[3] compared F0 estimation methods aiming applications on
machine control, like vibration analysis on hydroelectric tur-
bogenerators. The tested algorithms were executed over syn-
thesized harmonic signals (as the model in Expression 1) con-
taining white noise. Manfredi [4] analyzed algorithms for pitch
estimation on pathological voices. Evaluation was performed
in both synthesized and real signals, and some modifications
in the studied methods were proposed in order to improve
performance for voice analysis applications. DeCheveigné [5]
proposed a comparative study of F0 estimators in the context
of speech analysis. Tested algorithms were executed over a
speech database, and a comparison between a reference and the
estimation determined the relative error. Later, each estimation
is classified as gross error (over 20%) or fine error (under
20%).

The results provided by previous work are bounded to
specific requirements and may not be used for different
applications. Also, such results are unable to show what are
the condition under which a certain algorithm fails.

This article presents a method that performs objective
evaluation of the effects of noise in F0 detection algorithms
assuming that requirements regarding, for example, signal
models and observation time, have been met. For example,
a signal containing a unpitched sound will certainly lead to
errors, and, therefore, should not be used. This means that all
tested algorithms should work for the signals provided. The
presented method allows not only the classification of results
as “right” and “wrong”, but also makes evident the precision
and the noise resilience of tested algorithms for frequencies in
a suitable range. This means that applications with different
requirements may benefit from the same results, as it will be
shown.

II. PROPOSED METHOD

The evaluation method is based on a scrutinization on
both frequency and noise parameters, aiming the analysis of
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the effect of additive noise on the accuracy of F0 detection
algorithms. It begins multiplying a noise-free signal S(t) with
known F0 and length T by a descending ramp, granting full
amplitude on the beginning and null amplitude at the end.
Then, a noise (white or colored) signal Φ(t) with known power
is multiplied by an ascending ramp, granting null amplitude at
the beginning and full amplitude at the end. Next, both signals
are summed. This generates a test signal Ŝ(t):

Ŝ(t) = S(t)(1− t

T
) + Φ(t)

t

T
. (2)

It may be observed that, when t→ 0, Expression 2 is very
close to the noise-free signal S(t). This is especially true for
large T . Then, the SNR gradually decreases and, when t→ T ,
the test signal is very close to Φ(t).

The F0 detection algorithm analyzes Ŝ(T ) over time (in
a framewise basis, if necessary). It is expected that, at some
point, the algorithm will fail due to the low SNR presented
by Ŝ(t). By failure, we mean that the detected F0 will deviate
from the expected F0 value (which may be either a manual
input or the F0 detected by the tested algorithm on the clean
signal S(t)) by more than a pre-defined tolerance Pmax,
which is left as a parameter, since requirements for different
applications may vary. The SNR at the failure point is defined
as the noise resilience of the algorithm at the expected F0, or
N(f). The process is repeated for many F0 values, defining
as many N(f) values as needed. Also, the average error E(f)
(for SNR above the estimated noise resilience) is calculated.

Together, N(f) and E(f) provide information about how
precise is the estimate provided by the tested algorithm,
and under which conditions this estimate may be considered
correct.

III. VALIDATION TESTS AND RESULTS

Aiming both validation and to provide an example on how to
analyze results, the method is used to evaluate the performance
of three algorithms commonly found in audio applications.
The first one is the classic autocorrelation (ACC) algorithm
[6], which is known for its speed and reliability. The second
one is the Yin method [1], which is based on an improved
analysis of the square difference between the input signal and
a shifted version of itself. Last, a recent method (FDA, [7])
based on heuristic analysis of the frequency domain version
of the signal is also tested. These three methods are briefly
explained below. White, Gaussian noise signal, equivalent to
the “hiss“ noise produced by most audio equipments, was used
in the process as the noise signal Φ(t). The error tolerance
was 5.9%, keeping consistency with a semitone (one key of a
piano) error.

A. Autocorrelation (Acc)

Autocorrelation is the base for many F0 estimation methods,
as may be noticed in [6], and it is well known for its speed
and reliability.

The autocorrelation function of a given signal X[n] with
length N is calculated by Expression 3.

Rxx[k] =
N∑

n=1

x[n]x[n− k]. (3)

The autocorrelation function Rxx[k] is a measure of the
likelihood of the signal x[n] and the signal x[n−k]. Therefore,
Rxx[T0], where T0 is a fundamental period of x[n], is a local
maxima.

Heuristic search may be performed to retrieve the index km

of a local maxima of Rxx[k] that corresponds to a fundamental
period of x[n]. In addition, in order to reduce time quantization
error, Rxx[km] is interpolated together with its immediate
neighbors to a parabola. The x-coordinate of the maxima of
the interpolated parabola is assumed as the fundamental period
of x[n].

B. The Yin method (Yin)

The Yin method [1], presented in 2002 aiming speech
analysis, is based on the same time-shifting principle of the
autocorrelation. However, instead of calculating the likelihood
between x[n] and x[n−k], it calculates the quadratic difference
funcion using Expression 4.

D[k] =
N∑

n=1

(x[n]− x[n− k])2. (4)

Next, the difference function normalized by the cumulative
mean is calculated using Expression 5.

D′[k] =

{
1 if k = 0

D[k]
1
k

∑k

i=1
D[i]

if k > 0 . (5)

The algorithm searches, then, for the first local minima
of D′[k] below a threshold, which, in this work, was set to
0.05. This local minima is then used in parabolic interpolation,
together with its immediate neighbors, in order to minimize
time quantization errors. The x-coordinate of the minima of
the interpolated parabola is assumed as the fundamental period
of x[n].

C. Frequency domain analysis (Fda)

The Discrete Fourier Transform of a harmonic signal as
described by Expression 1 presents magnitude peaks corre-
sponding to the frequencies of its partials. This motivated an
inference process [7] that begins with the estimation of a list of
peaks, containing amplitudes and frequencies. In this work, the
frequency of a peak was estimated with the derivative method
studied in [8].

The F0 estimation begins with the assumption that the peak
with the greatest amplitude is part of the harmonic series.
Thus, if such a peak corresponds to the frequency Fx, the
candidates for fundamental frequencies are Fx, Fx

2 , Fx

3 and so
on. Each candidate generates a harmonic series candidate Hk

and the amplitude of its n-th harmonic is referred as Hn,k.
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After that, the remaining peaks are sorted by descending
amplitude. Each peak is assigned to the candidate harmonic
series in the most proper position, observing that a peak
may only be assigned to an open position if its frequency
does not deviate from the expected frequency by over 5.95%,
which corresponds to the interval of one semitone. This means
that Hn,k will be zero in some positions if no peak fits this
condition.

Then, it is necessary to calculate which harmonic series
candidate is the best estimate. Each harmonic series has its
salience calculated by the sum of the amplitude of its k par-
tials, weighted by the function described in Expression 6. The
weighting function (Expression 7) attenuates the amplitudes
of higher partials according to the psycho-acoustic model of
Expression 8.

E(n) =
K∑

k=1

Hk,nW (k). (6)

W (i) =
{

1 if i ≤ 4
z(i)− z(i− 1) if i > 4 . (7)

z(n) = log21/3

{
n

√
n+ 1
n

}
. (8)

The F0 corresponding to the harmonic series with the
greatest salience is chosen as the best estimate.

Results provided by the method show that the evaluated
algorithms present different behavior regarding noise resilience
and average error. Figure 1 shows the results obtained from
the application of the method on synthesized sinusoidal signals
of different frequencies (S(t) = sin(2πft)). Figures 1(a)
and 1(b) show the results using as reference the synthesized
sinusoid frequency. Figures 1(c) and 1(d) show the results
using as reference the clean signal estimate of each algorithm.

Figure 1 shows that although the FDA method provides the
most accurate F0 estimate (less than 0.1% average error), it
is also the less resilient to noise, providing unreliable results
when the SNR is less than 25dB, considering most of the
frequency range. The ACC algorithm shows opposite behavior:
a good noise resilience implies in a large average error.

Figures 1(c) and 1(d) are especially important when dealing
with accoustic signals. It is usually not possible to generate an
acoustic recording that presents an accurate, pre-defined F0.
Also, it is a reasonable assumption that the F0 detected by
an algorithm in a clean signal is the best possible estimate
that the algorithm may obtain. Therefore, failure on the F0
detection must be calculated using as base the F0 detected on
the clean signal S(t).

By similar observations, the presented method allows to
determine the lowest levels for the SNR below which the
results provided by a given estimation algorithm may not
be trusted for an specific application. The results in Figure
1 show that an automatic music transcription device, which
aims to obtain a list of notes that compose a musical piece,
should operate on a signal presenting SNR greater than 20dB

if operating with the Yin algorithm, or greater than 30dB if
operating with the FDA algorithm. The method also allows to
conclude that, if a high SNR is obtained, the FDA algorithm
provides more accurate results.

Although these results are based in requirements of auto-
matic music transcriptors, they may be extrapolated for other
common applications. For example, an automatic instrument
tuner, which is a device that shows a musician the tuning
deviation of string instruments, should be designed to provide
a high-accuracy F0 estimation. Above results indicate that the
FDA algorithm is the most adequate for such application,
provided that an adequate SNR is available. However, for
speech analysis, where a higher error is acceptable, the Yin
method may also provide accurate results, as shown in [5],
while keeping a greater resilience to noise, as shown if Figure
1.

IV. CONCLUSION

A method for evaluating frequency estimation algorithms
was presented. The method aims to determine the minimum
SNR levels that allow proper functionality of frequency es-
timation algorithms. The definition of proper functionality is
open to the user, as it may vary for different applications. The
presented method assumes that requirements regarding signal
models and observation time, have been met.

REFERENCES
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(a) Average deviation from ground-truth

(b) Noise resilience with ground-truth reference

(c) Average deviation from clean signal estimate

(d) Noise resilience with clean signal estimate reference

Fig. 1. Average deviation and noise resilience obtained from executing the
evaluation method using a ground-truth reference and a clean signal estimate
reference.
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Abstract—In the communication era that we are currently 

living in, ensuring the security of transmitted data is virtually a 
requirement for a broad spectrum of applications. 
Cryptography, an effective solution to such a requirement, tries 
to hide the contents of messages using various encryption 
techniques. On the other hand, steganography, a technique 
attempting to conceal the fact that a communication exists, is 
rapidly attracting the attention of the research community. In 
this paper, the design of a robust and secure steganographic 
system that uses MPEG video as cover media is presented. The 
paper starts by introducing the problem followed by a brief 
survey of the literature. The proposed design for a video 
steganographic system is presented along with various issues and 
design trade-offs. A discussion of the multi-hierarchical 
algorithm developed to hide the secret information into the 
steganographic cover and to enhance system robustness is 
followed. In addition, the hybridization technique adopted in 
order to improve the security of the overall design is expounded. 
Finally, the paper concludes by introducing preliminary results 
in particular those related to the average bandwidth of the 
employed covert channel. 

Index Terms—Communication security, Data hiding, 
MPEG video, and Video steganography. 

I. INTRODUCTION 
The widespread use of digital data, a result of the ever-

increasing popularity of the Internet and the World Wide Web, 
necessitates the urgent development of new techniques for 
securing data communications and even hiding the fact that a 
communication is being conducted. Some of the driving forces 
are the need to protect copyright of digital media authors and 
the search for new techniques to secure information and 
maintain privacy. As a result of these needs, the area of 
information hiding has started gaining the interest of many 
researchers. Generally, information hiding techniques [6] can 
be divided into two types: 

 
• Steganography: An art that studies different ways of 

making communication invisible by hiding 
information in innocuous messages using a covert 
channel. These messages are called covers and can be 
of any type such as text, images, etc.  

• Digital Watermarking: This area studies ways to 
embed digital watermarks in digital media data to 
protect copyrights of media owners. 

The word steganography means covered writing, a process 
in which a covert channel is used to send information to a 

specific recipient. Covert channels can be defined as 
communication paths that were neither designed nor intended 
to transfer information. This kind of communications usually 
requires hiding the message meta-content that is the identity of 
the sender and receiver. At this point, it is useful to point out 
the basic difference between steganography and cryptography, 
two techniques with the objective of conducting secure 
communications. Cryptography [4] was one of the first 
introduced solutions to tackle the communication security 
problem by attempting to conceal the content of messages 
using various encryption algorithms. Although cryptography 
was a successful solution, recent issues have called for the 
advent of other techniques that can be used either alone or in 
conjunction with a cryptosystem. Steganography is a 
promising candidate to such a requirement. While 
cryptography is about protecting the content of messages, 
steganography is about concealing their very existence. 

On the other hand, digital watermarking techniques embed a 
digital code in the underlying media. This code should be 
robustly and imperceptibly embedded in the host data to be 
protected. This process is not meant to prevent illegal copying 
of the media but it helps in taking other affirmative actions 
against violators. 

A framework for secret data communication in a 
steganographic system is given in Fig. 1, where two persons 
(traditionally Alice and Bob from Cryptography) want to 
communicate securely. Alice randomly selects a cover object 
(c) and embeds the secret message (m) into that cover using a 
secret key (k) forming what is known by the stego-object (s). 
The stego-object is transmitted to Bob over a communication 
channel susceptible to eavesdropping. Eavesdroppers can be 
of three types (passive: who just listen to the transmission, 
active: who can modify the transmitted message, and 
malicious: who can forge messages and send them to Bob). 
Upon the reception of the stego-object, Bob will use the secret 
key to extract the message (m) from that object. This model 
assumes that both Alice and Bob have access to a key 
generation facility. 

The security of the invisible communication system 
diagrammed in Fig. 1 lies mainly in the inability to distinguish 
covers from stego-objects. Thus, good covers should contain 
sufficient redundant data to be replaced by secret information 
so noisy data are good candidates as well as Multimedia data. 
Theoretically, a stego system can be perfectly secure provided 

98 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



that the embedding process does not alter the probability 
distribution of the cover. Another very desirable characteristic 
of stego-systems is robustness, a term describing the degree by 
which a system can withstand cover alterations. In general, 
there is a trade-off between security and robustness. 
Robustness can be achieved by either foreseeing possible 
cover modifications and making the embedding process 
immune to such changes or reversing the modifications that 
have been applied to the cover.  

The remainder of this paper is organized as follows. In 
section 2, a survey of some currently proposed techniques by 
various researchers is presented. Section 3 introduces our 
digital video steganographic system architecture along with 
the proposed algorithms for performing the embedding 
process. In section 4, we provide some preliminary results. 
Finally, section 5 draws the conclusions and emphasizes the 
importance of balancing security and robustness in newly 
proposed steganographic systems. 

 

 
Fig. 1. A Framework for secret data communication. 

 
 

II. BACKGROUND REVIEW 
Steganography is a promising candidate to requirements 

imposed by many applications in various domains [7], such as 
unobtrusive communications, securely linking confidential 
data to patients in the health care industry, and copyright 
protection. Consequently, a number of researchers conducted 
productive research in steganography and used different media 
such as text, images, audio data, etc.  

One of the simplest methods to send secret message is 
called Least Significant Bit (LSB) insertion [6], a process in 
which the LSB of each cover element is replaced by a single 
bit of the secret message. These techniques are commonly 
used and are easy to apply in image and audio. But, LSB 
significantly changes the statistical properties of covers 
therefore these systems can be easily broken by analyzing 
covers statistical properties. 

 In order to improve the robustness of stego systems, most 
of the current techniques operate in some sort of transform 
domain. The reason is that transform domain methods hide 
data in significant parts of the source object thus making them 

more robust to attacks such as cropping and format conversion 
than LSB approach. One example of image steganography [1] 
where the vector quantization technique is used in source 
coding the data to be embedded then channel coding and 
discrete Wavelet transform are both used to hide the obtained 
indices into the source image.  

Other methods use the concept of spread spectrum coding 
where the secret message is spread over various parts of the 
cover media in a way that resist modifications. So, even if part 
of the embedded message could be removed, enough 
information should be encoded in other bands to enable 
message recovery at the recipient. An example of such 
techniques is presented in [12]. Some steganographic systems 
encode information by changing several statistical 
characteristics of the cover and use hypothesis testing in the 
extraction process [7]. 

A number of other systems adopt distortion techniques 
where the original cover is distorted according to the bits of 
the secret message. At the receiver side, the embedded 
message is restored by measuring the difference between the 
received message and the original cover. Therefore, one 
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disadvantage of these methods is the assumption that the 
original cover is known at the receiver side. In [8], a text-
based stego system that uses the distance between consecutive 
lines of text and consecutive words to transmit secret 
information is proposed. A similar technique can be applied to 
images where encoding zero is achieved by leaving the pixel 
unchanged and one is encoding by adding a random value to 
the pixel’s color. Another class of techniques hides 
information by changing the covers statistical profile in a way 
that it matches the profile of any normal text. Other 
representative research efforts that use images and audio as the 
cover media can be found in [5, 10-11]. 

From this brief survey, one can see that most of the current 
systems utilize text, images, or audio as cover objects due to 
the fact that it is relatively easy to embed secret messages into 
these covers. Video data, another cover candidate, have unique 
characteristics that distinguish them from other multimedia 
covers. In this paper we introduce a new stego system that 
adopts these kinds of covers. The proposed system also 
employs other techniques to improve both security and 
robustness, resistance against cover modifications.  

III. THE PROPOSED SYSTEM 
In this section, a brief overview of our prototype digital 

video steganographic system is presented. The system has 
been design with the major goal in mind to develop a secure 
and robust system for sending/receiving secret messages using 
MPEG video streams as cover objects. MPEG is the current 
international standard [9] for representing digital video data 
and this is one of the reasons behind selecting it. MPEG is 
actually a family of state-of-the-art standards that includes 
MPEG-7 and MPEG-21 [2] as the most recent ones. A brief 
explanation of the basic structure of an MPEG video stream 
follows as it pertains to the overall understanding of the 
proposed embedding and extraction algorithms. The MPEG 
standard uses three different types of frames: 
• I frames: Intracoded frames that can be decoded without 

reference to any other frames. 
• P frames: Forward predicted frames that are encoded 

using previous I or P frames. 
• B frames: Bi-directionally encoded frames that are 

predicted from forward and/or backward I and/or P 
frames. 

Fig. 2 shows a sequence of MPEG frames in the display 
order (that is different from the coding order) indicating the 
relation between these three types of frames. MPEG uses the 
‎YCbCr color space so that all RGB values are first converted 
to their corresponding luminance and chrominance 
components, then each frame is divided into blocks of 8X8 
pixels. Six blocks (4 Y, 1 Cb, and 1 Cr) forms what is called a 
Macroblock which is the basic unit in MPEG encoding. Fig. 3 
illustrates how 6 blocks form a single Macroblock and how 
the pixel values of that Macroblock can be reconstructed using 
the Y, Cb, and Cr values. The MPEG standard achieves 
compression by exploiting two properties of video streams; 
spatial redundancy by using the DCT transform and time 
redundancy by using motion compensation techniques.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. A sequence of MPEG video frames with prediction relationships. 
 

 
Fig. 3. Components of one Macroblock and relationships between Y, Cb, and 

Cr components. 
 

Our goal is to insert secret messages into these streams. We 
can assume, without loss of generality, that all secret messages 
are sequences of bits. The proposed algorithms improve the 
system’s robustness by applying the cover modification 
process in the transform domain and at the same time improve 
the system’s security by adopting a multilevel hierarchical 
protocol to hide the information.  
 

The proposed cover modification technique can be briefly 
described as follows: 
• Encrypt the secret message using the private key of the 

adopted symmetric encryption algorithm 
• For each block in a chosen frame calculate the Discrete 

Cosine Transform (DCT) for that block 
• Apply the quantization table to the DCT coefficients 
• Calculate the average of the quantized coefficients and 

compare it with a certain threshold (α, a system 
parameter) 
� if average > α and the encrypted secret message bit 

is one, do nothing 
� if average < α and the encrypted message bit is one, 

equally add values to coefficients to make the 
average > α 

� if average < α and the encrypted message bit is zero, 
do nothing 
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� if average > α and the encrypted message bit is zero, 
subtract values from coefficients to make the 
average < α 

• Apply Huffman or Arithmetic encoding to compress the 
block 

 
In addition, a multilayer hierarchical protocol for hiding 

secret messages into MPEG video steams is devised. The 
advantage of this proposal is twofold, its novelty on one hand 
and the security it adds to the systems by varying the level in 
which secret information is hidden on the other hand. This 
protocol uses two layers: 
 
• The first one controls the selection of the frame to be used 

in the embedding process. A ‎number of alternatives being 
investigated are: 
� I, P or B frames  
� The selected key frames or a subset/superset 
� Any combinations of the above (for instance the first 

I, P& B frames in a group) 
 
• A mathematical function that determines the selection of 

frame indices 
 
The second layer is the choice of the block to be used (of 
course, it has to be part of an already chosen frame). Available 
options are: 
� All blocks 
� All blocks except those that will produce 

considerable image distortion 
� A mathematical function that determines the 

selection of block indices 
 

Two pieces of secret information need be known to 
communication parties. The first part identifies the 
frame/block selection strategy while the second one is the 
threshold chosen for the ‎average value of the quantized DCT 
coefficients (α). 

The proposed system can be designated as a hybrid 
stego/crypto system. The secret key of the stego system and 
the private key of the integrated symmetric cryptographic 
algorithm are transmitted to all interested parties using public 
key cryptography. All other secret information is transmitted 
after being encoded using the symmetric encryption algorithm. 
This integration of two cryptographic systems with a stego 
system enables the proposed system to be considerably more 
secure and efficient. The added security is achieved by 
encrypting all information passing through the covert channel. 
Meanwhile, the efficiency is significantly improved as a result 
of using a symmetric cryptographic algorithm to encrypt all 
secret messages before sending them except while exchanging 
the private keys of both the stego and the symmetric crypto 
systems in the very beginning. Thus, the processes of 
encryption/decryption will be very efficient while solving the 
traditional key distribution problem of all symmetric 
cryptosystems. 
 

IV. PRELIMINARY RESULTS 
A trial to estimate the average bandwidth of the secret 

communication channel we are proposing as a result of using 
our steganographic system is introduced in this section. We 
consider an example MPEG video clip from [3]. To analyze 
that clip, we utilize a video analysis tool and list all the 
information pertaining to this clip in TABLE I. Part of this 
analysis is to select a number of key frames to represent each 
shot. The basic reason for selecting these key frames is to 
summarize the large amount of information in each video shot. 
The underlying theory behind this summarization process is 
the inherit similarity between successive frames in a video 
stream. These key frames can play a significant role in our 
embedding system. Fig. 4 lists the three selected key frames 
for the first shot of the considered example clip.  

 
TABLE I 

DIFFERENT CHARACTERISTICS OF THE SELECTED VIDEO CLIP. 
 

Size 1 MB 
Frame Size (in pixels) 352X240 
Number of Frames 178 
Frame Rate (f/s) 29.97 
Number of Shots 3 
Shot 1: number of frames / key frames 52 / 3 
Shot 2: number of frames / key frames 53 / 2 
Shot 3: number of frames / key Frames 73 / 1 

 
To come up with an average estimate of the bandwidth of 

the secret channel, we assume that the frame selection 
algorithm will select even frames (i.e half of the frames in the 
clip) and about 50% of the maximum number of blocks will be 
considered in the embedding process. The last clip has 178 
frames 89 of them will be used by the system. 50% of 1320 
blocks in each chosen frame will be selected which is equal to 
660 blocks. So, an average estimate of the total number of bits 
that can be hidden in that very short clip is 660*89 = 58740 
bit. The previous figure is about 7 KB of hidden data, a 
number that is considered a fairly large amount of hidden 
information in such a small video clip. That number can be 
further improved if the message to be embedded is 
compressed first. Besides, compression can slightly improve 
the security of the proposed system by adding randomization 
to the secret data to be embedded.  

V. CONCLUSIONS 
In this paper, we presented a brief introduction to digital 

stego systems and surveyed a number of related information 
hiding techniques starting with the simplest ones that use LSB 
insertion to those that use transform domain and spread 
spectrum encodings. After that, our current digital video 
steganographic system is introduced. The architecture of the 
system is described along with the proposed algorithms to 
perform the embedding process. The robustness of the system 
is improved by working in the transform domain while the 
security property is achieved by adopting a new multilevel 
hierarchical protocol for hiding secret data. Our system is 
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currently in the development phase; we are evaluating various 
options and design decisions and have started the 
implementation phase. Our system can be categorized under 
secret key steganography. One of the inherit advantages of our 
system is that video streams contain sufficient redundant data 
that can be replaced by a considerably large amount of secret 
information without compromising the system’s security. By 

introducing such a secret communications paradigm, we 
attempt to balance the trade-off between security and 
robustness. At the same time, the proposed system tries also to 
exploit the advantages of both steganographic and 
cryptographic techniques to further improve efficiency and 
security. 

 

           
 

Fig. 4. The three selected key frames for the first shot of the example clip. 
 

REFERENCES 
[1] N Abdulaziz and K. Pang, “Coding techniques for data hiding in 

images,” Proceedings of the IEEE Sixth International Symposium on 
Signal Processing and its Applications, pp. 170-173, 2001. 

[2] S-F. Chang, T. Sikora, and A. Puri, “Overview of the MPEG-7 
Standard,” IEEE Transactions  Circuits and Systems for Video 
Technology, vol. 11, no. 6, pp.688-695, 2001. 

[3] Waleed Farag and Hussein Abdel-Wahab, "A New Paradigm for 
Analysis of MPEG Compressed Videos," Journal of Network and 
Computer Applications, vol. 25, no. 2, pp. 109-127, 2002.  

[4] N. Ferguson and B. Schneier, Practical Cryptography, John Wiley and 
Sons, 2003. 

[5] K. Gopalan, “Audio Steganography by cepstrum modification,” 
Proceedings of the IEEE ICASSP '05, pp. 18-23, 2005. 

[6] N. Johnson, Z. Duric, and S. Jajodia, Information Hiding: 
Steganography and Watermarking-Attacks and Countermeasures, 
Kluwer Academic Publishers, 2001. 

[7] S. Katzenbeisser and F. Petitcolas, Information Hiding: Techniques for 
Steganography and Digital Watermarking, Artech House Publishers, 
Boston, 2000. 

[8] S. Low, N. Maxemchuk, and A. Lapone, “Document Identification of 
Copyright Protection Using Centroid Detection,” IEEE Trans. on 
Comm., vol 46, no. 3, pp. 372-383. 1998. 

[9] J. Mitchell, W. Pennebaker, C. Fogg, and D. LeGall, MPEG Video: 
Compression Standard, Chapman and Hall, 1997. 

[10] M. Shirali-Shahreza, and S. Shirali-Shahreza, “Collage Steganography,” 
Proceedings of the IEEE/ACIS International Conference on Computer 
and Information Science, pp. 316-321, 2006. 

[11] S. Torres-Maya, M. Nakano-Miyatake, and H. Perez-Meana, “An Image 
Steganography Systems Based on BPCS and IWT,” Proceedings of the 
IEEE International Conference on Electronics, Communications and 
Computer, Mexico, pp. 51-56, 2006. 

[12] J. Vila-forcén, O. Koval, S. Voloshynovskiy, and T. Pun, “Asymmetric 
spread spectrum data-hiding for laplacian host data,” Proceedings of the 
IEEE International Conference on Image Processing, ICIP, pp. 42-45, 
2005. 

102 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



Influence of background traffic on delay-centric

path selection algorithm for multihomed SCTP

Igor Gavriloff

Universidade Federal do Paraná - UFPR
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Abstract—Latency is a very important parameter for real-
time multimedia applications like voice and video communication
which are very sensitive to delay. This work analyzes the influence
of a stochastic background traffic with different intensities on the
path selection strategy based on end-to-end delay. E-Model was
used to obtain an estimation of subjective quality in terms of
MOS to analyze how the algorithm performs.

Index Terms—background traffic, multihomed, path selection,
SCTP.

I. INTRODUCTION

Multihomed sites are becoming increasingly common to

end users with the broader availability and cheaper Internet

connectivity available nowadays. This not only adds fault tol-

erance but also allows a performance increase when properly

choosing the best interface for a given data flow. The usual

handling of multihomed sites is done with exterior routing

protocols like BGP (Border Gateway Protocol) but has the

pitfall that they don’t scale well. In practice, this restrict their

use to very large clients that have their own address range. The

SCTP (Stream Control Transmission Protocol) is a relatively

new transport layer protocol that has intrinsic multihoming

functionality. Multiple paths can be used during the same

session to provide resilience and to improve performance.

This work analyzes a path selection strategy based on the

smaller end-to-end delay[1][2]. The path delay estimation is

given by the internal protocol’s SRTT (Smoothed Round Trip

Time) on the active path and by the heartbeat (HB) mechanism

on the idle one. This approach seeks to improve overall latency

which is a very important parameter for real-time multimedia

applications that are very sensitive to delay like voice and

video communication. All the performed tests were done using

the network simulator NS-2. A voice codec payload is used

as reference data but any delay sensitive multimedia traffic

is expected to get a similar benefit. In order to evaluate this

algorithm, performance is assessed by a metric that reflects

the perceived subjective audio quality at the receiver taking

in consideration both the delay and packet loss. The metric

value is given by the MOS rating from the E-model. It

was previously shown[3] that this algorithm can provide a

performance gain.

The influence of stochastic background traffic with different

intensities is considered in this work. Parameters related to

the traffic on the available paths that results in varying queue

occupancy and delay such as minimum, mean, maximum and

amplitude variations are presented in this study in order to

relate those variables to the figure of quality.

II. RELATED WORK

There are several strategies on how to chose a path in a

multihomed configuration aiming to provide a better service.

The idea to select a path with smallest delay is not new and

has been proposed by some works[4][5]. With the advent of

the SCTP as a transport protocol this strategy became more at-

tractive due to the protocol’s native multihoming functionality.

The strategy to constantly monitor path round trip time and

switch to another path with smaller delay has been success-

fully demonstrated for SCTP[1][2]. Most of the works targets

wireless or mixed fixed-wireless environments where the path

select decision is done regarding signal strength, battery level

and packets measurements to control handovers[6][7].

A preliminary investigation in a typical multihomed residen-

tial scenario indicated that significant performance gains can

be obtained for web, voice and video applications[8] using

the smallest delay path selection strategy. Another work has

proposed a similar path selection metric but using an estimated

MOS instead of raw packet delays[9]. A simple scenario with

CBR traffic representing VoIP calls was simulated on NS-2

to demonstrate that the estimates have a good agreement with

the MOS experienced by a VoIP node added to the network.

In the present work a quantitative evaluation of delay-centric

performance gain is pursued. The investigated environment

seeks to mimic a situation that might be found in ISP’s core

networks by using a Poison process for packet interarrival

times[10]. Although it is still a matter of evaluation and dis-

cussion the approach with Markovian model has the advantage

of having queue mean delay mathematically well characterized

by link occupancy. Controlling the network congestion in the

bottleneck links creates the paths delays to which the algorithm

must react.

III. SCTP OVERVIEW

SCTP protocol was originally conceived to be a telephony

signaling transport. It has a number of functions that are

critical for that kind of application. It is a session-oriented

protocol, having a similar (thought a bit more robust) hand-

shake initialization as TCP’s. A established relationship of two
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SCTP endpoints is named association. Multiple independent

data streams can be transmitted inside one association. The

byte boundaries from sender to receiver are preserved, making

it message-oriented other than byte-oriented like TCP. It al-

lows unordered message receipt thus eliminating head-of-line

blocking, what is ideal for transactional applications protocols.

SCTP’s main feature explored in this work is its multihom-

ing functionality. Each SCTP endpoint can have more than

one IP address. This way each association can have more

than one destination. The normal use of this functionality

is to provide resiliency where only one of the destinations

is used at a time. Whenever a flow failure is detected in

the active destination due to excessive packet transmit errors,

another destination is selected. Inactive paths are continuously

monitored by periodicals packets called Heartbeats (HBs) to

be sure that they are still operational.

One last feature explored in this work is the unreliable

packet transmission, where lost packets are not retransmitted.

That feature fits just well for realtime applications where

a packet information has a limited lifetime significance.

A packet retransmission would likely exceed the original

packet lifetime. Other functionalities such Concurrent Mul-

tipath Transfer (CMT) were proposed for SCTP but they are

not explored in this work.

IV. METHODOLOGY

A. Topology

The network topology built in NS-2, shown in figure 1,

presents two paths. Each path has 2 intermediate routers that

represents an ISP’s core routers. Those paths do not share any

common node. Two SCTP agents (one transmitter and one

receiver) carry out a single transmission over these two inde-

pendent paths using the protocol’s multihoming capabilities.

Fig. 1. Network topology with respective traffic indications

B. Background traffic

The background traffic is meant to simulate a generic traffic

situation. Therefore a random traffic generator with a well

known behavior was selected. The generator follows a Markov

process, thus it is possible to use the average queue size from

the M/D/1 model equation (1) to estimate the average queue

delay in respect of the traffic bandwidth utilization factor (ρ).

This traffic model was chosen due its well known behavior.

The generator was implemented using the NS-2 Exponential

On-Off traffic generator with only one packet during the burst

period and with a exponentially random idle period [11].

q̄ =
ρ

1− ρ
−

ρ2

2(1− ρ)
(1)

Five NS-2 traffic generators constitutes the background

traffic generator itself. The aggregation of Markovian traffics

results in another Markovian traffic therefore this aggregation

still presents the same characteristics of a single generator.

Simulated background traffic was previously validated and the

measured averaged delay error was always smaller than 10%

on the range from 30 to 200 milliseconds.

C. Scenario dynamics

Only one path is used at any given time to transmit the

data. The paths displays variable averaged delays induced by a

controlled background traffic that may have alternating periods

of heavier/lighter load. This imposed modulation was used to

represent traffic variations along a session. During cycles of

20 seconds the background traffic keeps steady at a high rate

and then during another period with the same time interval

at a low rate. The generators are in phase opposition to each

other (figure 2).
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Fig. 2. Background traffic generators patterns

The mean and the amplitudes variations used for the simula-

tions are listed in table I. This delay oscillation is to cause the

decision algorithm to react by choosing a new route whenever

a route with a smaller delay than the current one is detected.

An important configuration where both path have the same

mean delay and hence no modulation was also studied.

D. Multimedia traffic

A voice codec is used as payload of the SCTP stream.

In order to simulate the G.711 codec, frames of 160 bytes

at a rate of 64Kbps are transmitted by the SCTP agent. A

generic CBR traffic generator from NS-2 is used to create

the stream’s payload. The data rate found in the simulation

is greater than 64Kbps due to the SCTP and IP protocols

overhead. Transmission occurs thru only one of the available

routes at any given time.
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TABLE I

MEAN AND AMPLITUDE MODULATION OF AVERAGE-DELAY VALUES

Mean
average
delay [ms]

Pattern amplitude variation [ms]

30 0 10 20
50 0 10 20 30 40
70 0 10 20 30 40 50 60
100 0 10 20 30 40 50 60 70 80 90
120 0 10 30 50 80
150 0 10 30 50 80 100 120
170 0 10 30 50 80 100 120
200 0 10 30 50 100 150
250 0 40 60 80 10 100 120 140 160 180 200 220
300 0 10 40 60 80 100 120 140 160 180 200 220 240 260 280
350 0 50 100 150 200 250 300
400 0 100 200 300 350
500 0 100 200 300 400
600 0 100 200 300 400 500
700 0 100 200 300 400 500 600
800 0 100 200 300 400 500 600 700
1000 0 100 200 300 400 500 600 700 800 900

E. Algorithm actuation

SCTP’s Selective Acknowledgment (SACK) and Heartbeat

packets updates the active and inactive paths delays estimates,

respectively. The SCTP’s default heartbeat interval is 30

seconds, but in this work this value was reduced to one second.

Smoothed Round Trip Time (SRTT) calculated internally by

SCTP is used to make the path selection decision. The decision

occurs upon a SRTT update.

In order to obtain these data in a TCL script, a new

C++ class that inherits the original SCTP class in NS-2

was developed. The main purpose of this class is its ability

to pass the delay update information (SRTT) to a callback

specified by the user in the TCL script. The route changes are

accomplished by setting the SCTP agent’s primary destination.

No modification to the protocol was made.

Another parameter to the algorithm, called hysteresis, makes

the switch occurs only when the routes delay difference is

greater than the specified value. Previous study showed that

different hysteresis values affected basically the number of

route changes[3], therefore a value of 10ms was used in all

scenarios studied in this work.

F. Evaluation

In order to evaluate the algorithm’s behavior, the MOS

rating metric from the E-model (2) is used. All parameters in

this equation are constants except for Id which represents the

impairment due to delay. To calculate its value the effective

multimedia stream mean delay is used. The delay taken in

consideration is only from the data packets (this excludes the

heartbeats) independently of which route they were transmit-

ted.

R = Ro− Is− Id− Ie + A (2)

The MOS rating (3) is a non-linear mapping of the E-model

transmission rating factor R:

MOS =

8

<

:

1 R < 0
1 + 0.035R + R(R − 60)(100 − R)7e-6 0 ≤ R ≤ 100

4.5 R > 100
(3)

An analysis of the path selection algorithm gain improve-

ment can be obtained by comparing a given scenario using

the selection algorithm with the same scenario but without the

algorithm.

Every scenario is simulated 10 times using the default seed

but with different pseudo sub-streams. Special care should be

taken into account when selecting NS-2 seeds[11]. The results

from 10 simulations provided a standard deviation of 0,7 in

the MOS ratings for a fixed path and a standard deviation of

0,008 when the selection algorithm was active.

V. RESULTS

The background traffic generator has a bursty behavior

in which during relatively long periods there are almost no

packets and then eventually a large amount of packets are

generated during a short period. The system when observed

for large amounts of time will present in average a delay with

a value close to the one that was specified. This averaged

characteristic tends to disappear when the time observation

window is narrowed up to a scale where the delay spikes and

valleys can be observed.

The delay value analyzed by the path selection algorithm

is not the instantaneous delay value but a smoothed average

value given by the SRTT variable calculated by the SCTP

agent. Depending on how many and how high are the spikes

inside a time window covered by the SRTT average, one of

the routes can be presented by the path selection algorithm as

the best route even if it is equivalent or inferior.

A. Burstness

In order to analyze the influence of this variable delay in

short periods of time the two paths were configured to have

the same mean delay with no variations along a 200 seconds

session. This translates to a zero amplitude modulation in the

methodology explained before.

Table II lists the results for some delays created by the

background traffic generator. There are two kind of delays

listed in this table: the specified value to the traffic generator

and the effective delay that the multimedia stream experienced.

The columns are arranged in two groups: one that has the

results for a situation where the path selection algorithm is not

used and another group where it is used. This second group

has an additional column that shows the average number of

route changes occurred in that situation. It is not a integer

because it is an average of the number of route changes of all

the scenario’s seed sub-streams.

When the algorithm is not in use, the resulting effective

delay is slightly higher than the delay specified into the back-

ground traffic generator. But when two routes are available and

the path selection algorithm is used to switch the transmission

to the path with smallest delay, the effective delay is smaller
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TABLE II

RESULTS FOR SAME BACKGROUND TRAFFIC ON BOTH PATHS (NO

MODULATION).

Specified
delay [ms]

Single route Multiple routes
Effective
delay
[ms]

MOS Effective
delay
[ms]

MOS Route
changes
(avg.)

30 34.378 4.3625 25.133 4.3670 25.3
50 56.183 4.3514 33.047 4.3631 28.5
70 77.737 4.3258 38.440 4.3605 29.5
100 120.609 4.1976 43.423 4.3581 29.2
150 176.840 4.0898 49.664 4.3551 29.8
200 207.353 4.0216 54.047 4.3530 30.6

than the delay from each route’s average delay. This confirms

that the algorithm can benefit from the adjacent route’s periods

of smaller delays.

There are two interesting remarks about these results. The

first one is that although both paths have exactly the same

mean delay it is observed that the switching path strategy

provided a performance gain. It helped to keep the MOS

elevated (close to 4.3) even for a high mean path delay of 200

milliseconds that degraded a fixed path transmission MOS to

4.0. The second remark is the number of route changes which

did not alter very much among the different average delays

specified in the traffic generators.

B. Background traffic dynamics influence

Some situations like a route change in the core network

or a even due a sudden overload can severely modify the

network latency. Investigation about the algorithm’s capability

of changes adaptation can be achieved by making these delay

changes occur frequently. That is the traffic generator alter-

nating modulation goal. Four parameters from this pattern are

used as metric in this analysis: the minimum, maximum, mean

and amplitude value of path mean delay for the alternating

periods. In order to evaluate the algorithm’s performance gain,

tests are repeated with the algorithm disabled making only one

effective path available.

In figure 3 the MOS rating results for different average

delays values are grouped in respect of algorithm’s usage. Only

two values are shown for the sake of simplification/clarity.

The MOS ratings are plotted against the background traffic

generator pattern’s minimum average-delay. In all situations

the MOS rating decreases whenever the minimum average

delay increases. Two factors contribute to the curves’ slope:

the algorithm usage and mean average delay. For low mean

average delays the algorithm’s improvement is not that big but

it makes difference for higher mean average delay cases. When

multi-path is active the MOS rating is still inside a range of

a good perception even for situations where the delay is not

favorable.

The good performance of the algorithm is also seen in figure

4 where MOS is plotted as a function of mean average delay.

All the amplitudes for a given mean average delay are plotted

together. The amplitudes values used grows from zero up to
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Fig. 3. MOS versus minimum average-delay of background traffic grouped
by mean value for single and multi-path

almost the mean value. For fixed path it can be observed

that MOS degrades for higher mean average-delay values

as expected. Multi-path algorithm was able to maintain an

elevated MOS regardless of mean average-delay value. This is

in accordance to algorithm behavior that is able to switch path

when SRTT detects an increase in route latency. As a remark,

the used background traffic generator produced smaller delays

than expected for high occupancy scenarios (highest percent

error was 50% at an average delay of 1 second). A precise

quantitative examination for average-delays greater than 200

milliseconds is affected. Nonetheless this distortion on the x-

axis does not prevent the above qualitative analysis.
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Fig. 4. MOS versus mean average-delay of background traffic for several
amplitude modulations

Observing MOS rating versus maximum value of back-

ground traffic generator pattern (figure 5) results in the op-

posite behavior from what is in the minimum value (figure

3). Fixed route exhibits higher MOS for increasing maximum

value. This is due to the alternating nature of background

traffic generator. When maximum value increase minimum

value decreases accordingly.
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Fig. 5. MOS versus the maximum value of background traffic average-delay
grouped by the mean average-delay value for single and multi-path

A similar plot is seen when the horizontal axis represent the

modulation amplitude (figure 6). In this plot the difference is

only on a zeroed offset where the points starts being plotted.
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Fig. 6. MOS versus amplitude of modulated background traffic grouped by
mean average-delay for single and multi-path

VI. CONCLUSION

A quantitative evaluation of the SCTP delay-centric path se-

lection algorithm actuating in scenarios with varying averaged-

delays simulating a network core was carried out. The per-

ceived measured quality was studied as a function of para-

meters regulating background traffic on both paths such as

minimum, mean and maximum averaged delay values for

every mid-term cycle. The stochastic traffic considered was

based on Poison model and had the occupancy changed in

each cycle causing high and low averaged delays on each

path alternately. This work established a relation between the

perceived quality and the studied traffic parameters in terms

of the mean opinion score (MOS) estimated by the ITU’s E-

Model.

The path selection strategy shown itself to be very re-

sponsive to fast delay changes. It was able to react to the

background traffic variations switching path appropriately to

maintain transmission with low latency and elevated MOS.

Even when both paths exhibited the same large average-delay

the algorithm was able switch paths and keep MOS rating at

an elevated range providing a good performance gain over a

fixed path conventional transmission.
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Abstract— This paper considers a dynamic grooming WDM
networks that have implemented a protection scheme of the type
1+1 or 1:1. With this scenario, it is evaluated the performance of
the adaptive routing as tool for obtaining of a smaller blocking
probability and a better load distribution in the network. The
results obtained shown that the use of adaptive routing improve
the performance of the network, considering the blocking prob-
ability and load distribution as evaluation metrics, for all cost
functions, with prominence for the two cost functions. But, the
results shown too a strong relationship between the performance
of a function cost and the topology of the studied network.

Index Terms— adaptive routing, survivability, traffic grooming

I. INTRODUCTION

Users in wavelength-routed networks are connected by
lightpaths, that consists in a path composed by physical links
between the source and destination nodes with a particular
wavelength, that are routed and switched by intermediary
nodes through OADMs (Optical Add-Drop Multiplexers) and
OXCs (Optical Cross-connect) [1].

For a better characterization, beyond a route and a wave-
length, it is necessary that a lightpath has also attributes
of quality of service (QoS). These attributes are agreed be-
tween providers and client networks (IP, SDH/SONET and/or
ATM networks) from the establishment of a Service Level
Agreement (SLA). The SLA can guarantee acceptable levels
for certain parameters that act directly on the QoS [2]. One
way to ensure acceptable levels of QoS is by use of Traffic
Engineering, that to search decrease congestion and maximize
the traffic flow.

Traffic engineering refers to the optimization of operational
networks. The idea is to use existing resources most effec-
tively, which is complementary to dimensioning, where one
adds resources to meet the requirements for serving customers
properly. On one hand, there is a network which has a
limited capacity, on the other hand the customers who offer
traffic to the network and have to be served sufficiently [3].
Both capacity and traffic demands vary on the long range,
operators build new infrastructure and the customer demands
new services.

For WDM networks, there are several mechanisms of
Traffic Engineering, each include: coordination of the Traffic
Engineering functions between client networks and optical
network, survivability, protection and restoration functions of
traffic in the event of failure, traffic grooming, load balancing
by using adaptive routing protocols, routing based on physical
layer restrictions.

In this work, three of these mechanisms are considered:
adaptive routing for load balancing in the network, traffic
grooming and survivability schemes.

The dynamic route and wavelength assignment (RWA)
algorithm selects a lightpath based on state information of the
network. Each router periodically broadcasts its neighboring
link information to all other routers. This information is used
to construct the network topology with the associated link cost
functions.

When a lightpath is required, the router uses its routing
table to determine the entire path from source to destination.
It then attempts to assign a wavelength along this path by
propagating a wavelength request to all the routers along the
path. If wavelength conversion is available in the network, then
a lightpath can be established using different wavelengths on
different links.

If this request fails, a different wavelength is chosen the
search in routing table is performed and this processed is
repeated until the least available wavelength. If this fails, then
the request is blocked, i.e. the lightpath can not be set up.

The traffic grooming algorithm used in this work is based on
the Direct-link algorithm [3], whose tries to optimize the wave-
length utilization. The proposed algorithm searches a lightpath
established with bandwidth sufficient for the requisition. If no
active lightpath has sufficient bandwidth, then a new channel
is established. This algorithm is presented as a modification
of the First-Fit heuristic for wavelength assignment [5].

Survivable network architectures are based either on protec-
tion or on dynamic restoration. In protection, spare capacity
is reserved during call setup. In dynamic restoration, the spare
capacity available within the network is utilized for restoring
services affected by a failure.
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This work investigates those traffic engineering strategies in
a dynamic WDM optical networks. For the adaptive routing,
five cost functions which are used for routing table update,
associated to the Dijkstra algorithm and the first-fit wavelength
assignment heuristic. These functions were presented in [4]
and are based on the number wavelengths (used and total)
in the link. The traffic grooming algorithm considers the
wavelength sub-channel bandwidth allocated on demand. One
survivability schemes presented in [6] is considered in this
study.

The remaining of the paper is organized as follow. Section II
presents a summary of the principal survivability schemes,
with prominence for the technique considered in the study.
Section III are presented a review of adaptive routing and traf-
fic grooming, with details of the proposed solution. Section IV
presents the simulation environment and the performance anal-
ysis from results. Section V presents the results and discussion
over the simulations. Section VI conclude the paper.

II. SURVIVABILITY IN WDM NETWORKS

In WDM technology a single fiber carries various channels,
so it is important to study the survivability and reliability of
a fiber in order to maintain high bandwidth traffic.

We assume that the network is survivable or protected
against any single link failure at the optical layer. Such pro-
tection is provided by using a path-based protection scheme,
more specifically, at the time of establishing a primary path
(working), a link-disjoint backup (protection) path is also
established. The results in this paper are valid for both 1+1 and
1:1 based protection as long as one assume that no backup path
bandwidth sharing occurs. For the wavelength-continuous-
networks one considers two different cases for protection:
• Type I: The primary path and the backup lightpaths need

to be assigned the same wavelength. This sort of wave-
length assignment may be necessary when the source and
destination of a lightpath have agreed in advance on the
emitting and sinking wavelengths and/or routes according
to some policy constraints. This constraint could also be
necessary when there are not enough tunable transmitters
and/or receivers at the source and destination nodes, or
at any other node in the network.

• Type II: The primary path and the backup lightpaths can
be assigned different wavelengths. This sort of wave-
length assignment assumes that there are no constraints as
described in Type I path protection. For the wavelength-
convertible-networks, with complete conversion at every
node, any available wavelength on any link along the
route can be assigned to the primary and backup light-
paths by definition. Again it is implicitly assumed that
there are no constraints on RWA as in Type I protection
scheme described above.

The second type of protection has been chosen, in which
the secondary route is disjoint of the primary route, as it have
or not the same wavelength.

That approach brings with itself a problem. Whenever a
connection is established, two ligthpaths (two paths and two

wavelengths) are busy. That causes a larger block probability
in the network, once the largest amount of resources being
used at the same time in the network.

The paper presents the use of adaptive routing with traffic
grooming as a possibility to improve the use of the resources
of the net and to reduce the blockade probability in agreement
with the work [4].

III. ADAPTIVE ROUTING AND TRAFFIC GROOMING

Adaptive routing approaches increase the likelihood of
establishing a connection by taking into account network
state information. For the case in which global information is
available, routing decisions may be made with full information
as to which wavelengths are available on each link. In order
to find an optimal route, a cost may be assigned to each link,
and a least-cost routing algorithm may be executed.

Each node in the network must maintain complete network
state information [1]. Each node may then find a route for a
connection request in a distributed manner. When the network
state changes, all of the nodes must be informed. Therefore,
the establishment or finalization of a connection in the network
may result in the broadcast of update messages to all nodes
in the network.

The minimum granularity of a connection in a wavelength-
routed network is the capacity of a wavelength. However, the
requirement of end-users such as Internet service providers,
universities and industries are still much lower than that
of the wavelength capacity. The bandwidth requirement is
projected to increase in the future; but, even doubling the
current bandwidth would be more than sufficient to handle
the projected demand for the near future [1].

The merging of traffic from different source-destination
pairs is called traffic grooming. Nodes that can groom traffic
are capable of multiplexing or demultiplexing lower rate traffic
onto a wavelength and switching them from one lightpath
to another. The grooming of traffic can be either static or
dynamic. In static traffic grooming, the source-destination
pairs for which requirements are to be combined are predeter-
mined. In dynamic traffic grooming, connection requests from
different source-destination pairs are combined depending on
the existing lightpaths at the time of the request.

In this paper, we have considered five cost functions which
are used for routing table update. These functions are based
in link state information will also include WDM specific
status such as number of available wavelengths and total
wavelengths.

To description the cost functions, we denote, for the link
between i and j nodes, (i, j) ∈ E:
• λU

ij – number of used wavelength on the link when link
state information was gathered;

• λT
ij – number of total wavelengths on the link;

• Cij – path cost between the nodes i and j.
The initial condition of problem is the initial cost of all

links, C0
ij = 1, ∀ (i, j) ∈ E. The setup of a connection

increase the cost value and the liberation of a connection
decrease this cost. This situation occur up to maximum cost
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value Cij = ∞. This value represent the occupation of
all wavelength on the link. Therefore, if a connection was
established in a route, the cost of links of this route will be
major for the next requisition, avoiding the occupation of these
links. The result of this operation is a uniform distribution of
the load in the network.

The cost functions Cij studied are:
Based in the number of links (NE) – In this case, the cost

is
Cij = 0,∀(i, j) ∈ E. (1)

This is the more basic case, which routing is not adaptive.
It will be used for comparison with the others functions.

Based in the link capacity 1 (CE1) – This function
sum one to cost value when a connection is established and
decrease one to cost value when a connection is finished in
the lightpath. Therefore, the cost function is

Cij =
{

C−1
ij + 1, if a new connection is established,

C−1
ij − 1, if an active connection is finished.

(2)
Based in the link capacity 2 (CE2) – This function, based

in the work of [?], is

Cij =


λT

ij

λT
ij − λU

ij

if λU
ij < λT

ij ,

∞ if λU
ij = λT

ij .

(3)

In this function, when the number of used wavelengths
(λU

ij) increase, the cost value increase exponentially. This
characteristic indicate a preference for the selection of links
with minor number of used wavelengths.

Based in the link capacity 3 (CE3) – This function, based
in the work of [?], is

Cij =

 1− log

(1−
λU

ij

λT
ij

)λU
ij

 if λU
ij < λT

ij ,

∞ if λU
ij = λT

ij .

(4)

This function use the probability of a link is not in use. In
accordance with [?], the probability that all wavelengths are
occupied in the future is given by

p =

(
1−

λU
ij

λT
ij

)
. (5)

Therefore, when a path is composed of multiple links, the p
value is maximized for all links that constitute this particular
path. Due to the additive nature of Dijkstra’s algorithm, he
uses a logarithmic function to compute the cost.

Based in the link capacity 4 (CE4) – That is the func-
tion proposed in this paper as alternative to others functions
presented. The cost is altered as follow

Cij = 1 + λU
ij · exp

(
λU

ij

λT
ij

)
. (6)

The use of exponential function as cost function have the
same motivation of CE3: avoid the additive nature of Dijkstra’s
algorithm.

The traffic grooming algorithm used in this work is based
on the Direct-link algorithm [3] that goal is optimize the wave-
length utilization. The algorithm proposed search a lightpath
established with bandwidth sufficient for the requisition. If
none lightpath active has sufficient bandwidth, then a new
channel is established.

IV. SIMULATION AND ANALYSIS

We designed and developed in C++ language a simulator to
implement routing and wavelength assignment in all-optical
networks. It has as input parameters the number of nodes in
the network, weight link, number of wavelengths per fiber
and number of connection requests. Some of the calls may be
blocked because of the unavailability of free wavelength on
links along the route from the source to the destination. All
these parameters can be initialized before running the simula-
tions to obtain results for a given selection of parameters.

In the experiments, we consider three mesh topology, show
in the Figures 1, 2 and 3.

Fig. 1. Mesh topology with six nodes.

Fig. 2. NSF network topology.

It is performed 50.000 requests to each load value. The
load has its values ranging from 400 erlangs to 700 erlangs.
Each connection has a duration or holding time which is
exponentially distributed and the arrive time which a Poisson
distribution. Each wavelength support 10 Gbits/s and your
minimal granularity is 1 Gbit/s. All simulations are performed
five times and a source-destination pair of each request is
randomly determined to consider uniformly distributed traffic
in the network.
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Fig. 3. Ring tree topology.

The output of the simulator is the blocking probability
and link average utilization for the specified parameters along
with the detailed information of connections. The blocking
probability is expressed as the fraction of the rejected con-
nection requests due to wavelength unavailability divided by
the total number of connection requests at the simulation run.
The link utilization is expressed as the ratio between the
number of connections established in a link and the total
number of connection established in the network. In this
study, the link utilization is calculated to 410 erlangs, for a
better preview. The results of link utilization are shown in a
graph of the percentage of connections established for each
link in the network. This links are indexed according to the
Tables I, II and III.

TABLE I
INDEXES OF LINKS IN THE SIX NODES TOPOLOGY.

Index Link Index Link Index Link
1 1 – 2 7 3 – 2 13 4 – 6
2 1 – 3 8 3 – 4 14 5 – 3
3 2 – 1 9 3 – 5 15 5 – 4
4 2 – 3 10 4 – 2 16 5 – 6
5 2 – 4 11 4 – 3 17 6 – 4
6 3 – 1 12 4 – 5 18 6 – 5

TABLE II
INDEXES OF LINKS IN THE NSF NETWORK TOPOLOGY.

Index Link Index Link Index Link
1 1 – 2 15 5 – 7 29 10 – 11
2 1 – 3 16 6 – 3 30 11 – 8
3 1 – 8 17 6 – 5 31 11 – 10
4 2 – 1 18 6 – 10 32 11 – 12
5 2 – 3 19 6 – 13 33 11 – 14
6 2 – 4 20 7 – 5 34 12 – 9
7 3 – 1 21 7 – 8 35 12 – 11
8 3 – 2 22 8 – 1 36 12 – 13
9 3 – 6 23 8 – 7 37 13 – 6
10 4 – 2 24 8 – 11 38 13 – 12
11 4 – 5 25 9 – 4 39 13 – 14
12 4 – 9 26 9 – 12 40 14 – 9
13 5 – 4 27 9 – 14 41 14 – 11
14 5 – 6 28 10 – 6 42 14 – 13

TABLE III
INDEXES OF LINKS IN THE RING TREE TOPOLOGY.

Index Link Index Link Index Link Index Link
1 1 – 2 8 4 – 2 15 6 – 4 22 9 – 6
2 1 – 3 9 4 – 3 16 6 – 7 23 9 – 7
3 2 – 1 10 4 – 5 17 6 – 9 24 9 – 8
4 2 – 4 11 4 – 6 18 7 – 6 25 9 – 10
5 3 – 1 12 4 – 10 19 7 – 9 26 10 –4
6 3 – 4 13 5 – 3 20 8 – 9 27 10 – 8
7 3 – 5 14 5 – 4 21 8 – 10 28 10 – 9

V. RESULTS AND DISCUSSION

In the simulation, we were considered as study scenarios
WDM optical networks with traffic grooming capacity, where
an 1:1 or 1+1 protection schemes exists. Then the acting of
that network was verified in terms of blocking probability and
usage considering non-adaptive routing, represented by the
NE function and adaptive routing, represented by the other
cost functions. The simulation results are presented in the
Figures 4 to 9.

For the six nodes and ring tree networks, the results obtained
without adaptive routing are worse. In the six nodes network,
the CE3 and CE4 present a better performance if compared
the others cost functions. Already in the ring tree, CE1 and
CE4 presents a better performance in the load range analyzed.

It is interesting to notice that, until a certain load value, all
functions have the practically same performance, for the rings
tree topology. Only when the load is larger than 580 erlangs
is that the two cited functions if they highlight and the others
have your deteriorated performance.

Fig. 4. Blocking probability versus load offered to the six node network.

For the NSF network, only CE3 and CE2 have a better
performance than the NE function. This result could be related
with the great amount of connections in the network, that can
take the CE1 function to a worse performance than all the
other functions.
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Fig. 5. Blocking probability versus load offered to the NSF network.

Fig. 6. Blocking probability versus load offered to the ring tree network.

For the links usage the results show that the load dis-
tribution in a network considering non-adaptive routing is
worse than in a network with adaptive routing, as shown
in the Figures 7 and 9 for the six nodes and rings tree
topologies, respectively. This result is expected, because the
alone traffic grooming does not alter the link costs, not taking
that network has has a more uniform load distribution. Like
this, the performance with adaptive routing tends to distribute
uniformly the load in the links.

However, a same performance is not observed in the result
presented for the NSF network. In that topology, the use of
adaptive routing doesn’t guarantee a better load distribution,
as shown in the Figure 8, in the which the performance of
the CE1 function is worse than of NE function. Again, that
result can be justified being taken into account the size of the
network.

Fig. 7. Percentage of established connections for each link to the six node
network.

Fig. 8. Percentage of established connections for each link to the NSF
network.

VI. CONCLUSIONS

In this work we were analyzed three traffic engineering
strategies: adaptive routing, traffic grooming and survivability.
For the adaptive routing, five cost functions for the costs
in the graph of the network are studied, of which one is
proposed and the others were obtained from the literature,
associated to the Dijkstra algorithm and the first-fit wavelength
assignment heuristic. The traffic grooming algorithm considers
the wavelength sub-channel bandwidth allocated on demand.

The goal of that work was to evaluate the performance of
adaptive routing algorithms, considering the five cost func-
tions, in a dynamic WDM network with traffic grooming
capacity, where it exists implemented an protection scheme
of the type 1+1 or 1:1.

The results obtained shown that the use of adaptive routing

112 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



Fig. 9. Percentage of established connections for each link to the ring tree
network.

improve the performance of the network, considering the
blocking probability and load distribution as evaluation met-
rics, for all cost functions, with prominence for the functions
CE3 and CE4. But, the results shown too a strong relationship
between the performance of a function cost and the topology
of the studied network. That is outstanding for the results
obtained for the NSF network.

Based on the results obtained, one could say that selecting
the approach of routing to be used to make a balance be-
tween the performance presented with regard to the blocking
probability and the load distribution in the network, aiming
thus better benefit for the network use. For a better resources
use, considering the use of survivability schemes, the traffic
grooming appears as a tool that, when coupled with adaptive
routing, generates both decreased blocking probability and
a more uniform distribution of available resources on the
network.
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Abstract - In this paper, we propose an analytical expression for 

calculating the byte loss probability for multifractal traffic arrivals 
at a single server queue. Initially, we address the theory concerning 
the multifractal processes, especially the Hölder exponents of the 
multifractal traffic traces. Next, we focus on the second order 
statistics for the multifractal processes. More specifically, we 
assume that an exponential model is adequate for representing the 
variance versus time scale aggregation. Finally, we evaluate the 
performance of the proposed approach by estimating the 
theorectical byte loss probability against the results obtained by 
simulations with real traffic traces and that through a method 
based only on monofractal characteristics. 

Keywords: Loss Probability, Multifractal Processes, Network 
Traffic. 
 

I. INTRODUCTION 
The research about network traffic has shown an evident 

relationship with the fractals theory since the publication of 
the research work by Leland, Taqqu, Willinger and Wilson 
[8]. Leland et al verified experimentally that traffic traces 
collected in the Ethernet network of Belcore Marristow 
Research and Engineering Center showed fractals properties 
such as self-similarity and long-range dependence. After this, 
some later studies found the presence of fractals properties 
also in traffic generated by transmission of video on variable 
rate [2,7], high speed network  [12], world-wide web [3], and 
others. It was noted that such fractal properties, with emphasis 
on the long-range dependence, strongly influence the network 
performance [9], but cannot be properly shaped by Markovian 
stochastic processes. It was found that the long-range 
dependence is an important feature of traffic with important 
implications in several areas such as queueing theory and 
network design. The heavy tail distribution of the size or 

duration of the sessions or connections which result from 
traffic aggregation is the cause of observed self-similar 
characteristics [3],[11]. 

Different mathematical models have been proposed with the 
objective of representing network traffic with self similar 
properties. Among them, the model capable of incorporating 
self-similar characteristics observed in traffic, is the fractional 
Brownian approach. 

However, it has been observed that, while in time scales of 
the order of hundred milliseconds and more, the traffic 
behavior was well represented by self-similar models, 
whereas, in smaller time-scales, self-similar models cannot 
effectively match real traffic characteristics. This finding has 
led the search for more comprehensive traffic models, in order 
to obtain a more faithful description of the network traffic. 

Investigations involving WAN TCP/IP traffic [6],[13], 
found that different properties of the observed traffic in small 
time-scales could be adequately described by using the 
multifractal analysis. These properties, observed in small time-
scales are due to the action of protocols prevailing in the 
considered networks, and the end-to-end existing congestion 
control mechanisms of the Internet, which determine the 
behaviors of the information flow between different layers in 
the hierarchy of TCP/IP protocols [5]. 

Self-similar processes present only a global scaling 
behavior, corresponding to monofractal scaling properties.  
Multifractal processes, on the other hand, can be viewed as a 
generalization of monofractal processes, allowing their 
regularity and scaling laws to vary in time, and therefore, 
providing a better description for irregular procedures. 

This paper is organized as follows: in Sections II, we define 
monofractal and multifractal processes, and present some 
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multifractal traffic properties under network traffic processes. 
In Section III, we investigate the second-order moments of 
traffic traces with long-range dependence. In Section IV we 
present the method proposed by Duffield and O’Connell, for 
estimating lower bounds of loss probability in connections [4]. 
In Section V we present our proposal for the estimation of the 
loss probability in connections based on queueing theory. In 
Section VI we show the results of the experimental 
investigations and validation of the proposed approach. 
Finally in Section VII we present our conclusions. 

II. CHARACTERIZATION OF MONOFRACTAL AND 
MULTIFRACTAL PROCESSES 

A. Monofractal and Multifractal Processes 
Multifractal processes are characterized by their moments 

which has non linear variation in terms of time-scales. 
Furthermore, Multifractal processes have their local  regularity 
parameter α presenting a varying value with t. 

A process z(t) is called monofractal, when the following 
relationship is hold: 

 )()( tZcctZ H
d
=                               (1) 

where 0 < H < 1, (known as Hurst parameter), c a constant 
scaling factor and the symbol 

d
=  representing equality in 

distribution. The multifractal theory generalizes the definition 
stated in (1) by providing a more general multi-scales relation 
as:  

)()()( tZcMctZ
d
=                           (2) 

with Z(t) and M(c) are mutually independent and the scaling 
factor M(c) is a random variable whose distribution does not 
depend on t. Clearly that Z(t) is a Monofractal process, 
whenever HccM =)( . Frequently (2) is written as:  

)()( )( tZcctZ cH
d
=                            (3) 

in terms of a general index H(c) = log M(c). In contrast to 
Monofractal processes, now the index H(c) is a function of c. 
Therefore, multifractal processes allow varying behaviors in 
scales. 

Multifractal processes also present non – isolated 
singularities. In fact, their singular behaviors can be observed 
almost everywhere. In order to characterize their peculiar 
structures, it is necessary to precisely quantify the regularity of 
the multifractal process at each time instance. For this end, the 
pointwise Hölder exponent is one of the measures most widely 
used to quantify the pointwise regularity of a signal. 

Definition 1 (Pointwise Hölder exponent): Let α be a real 
number and C be a constant, both strictly positive, and x0∈R. 

The function f: R  R is C α(x0) if we can find a polynomial 
Pn, of degree n < α such as: 

a
n xxCxxPxf 00 )()( −<−−              (4) 

The pointwise Hölder exponent h of the function f at x0 is 

defined as: 

{ })(|0 0xCfaSuph α∈>=                    (5) 

Notice that such a polynomial Pn can be found even the 
expansion Taylor series of f around x0 does not exist. 

B. The Holder Exponent and Network Traffic 
As presented in Definition 1, the Hölder exponent of a time 

process at a particular point time instant t0 is related to the 
regularity level of the signal at that point. In the context of 
network traffic traces, the exponent measures the degree of 
local variations of the traffic processes. More precisely, here 
we show how the traffic traces vary in terms of number of 
bytes or packages, on a range [t0; t0 +∆t] of size ∆t in t0. 

The Hölder exponent α can be interpreted as a real number 
which locally controls the multi-scale behavior of a process. 
The networks traffic is said having local multi-scale behavior 
with Hölder exponent α(t0) at time t0, if the traffic process rate 

behaves according to ( ) ( )0tt α∆  when 0→∆t . 
In terms of traffic behavior, when α(t0) has smaller value 

near to zero, the traffic burst intensity becomes larger. On the 
other hand, when α(t0) approaches to one, low intensity of 
traffic rate variation is generally observed.  

For illustration propose, figure 1 shows in gray levels, the 
magnitudes of the Hölder exponent of traffic trace DIAL 3. 
This traffic trace is given by the number of packages at  1 
millisecond time scale collected from FDDI(fiber Distributed 
Data Interface) ring at AT&T research laboratories,[5]. Notice 
that the smaller the Hölder exponent, the more intense traffic 
burstiness and the darker gray level will become. In contrast, a 
clearer gray level is used to indicate regions with low bursts 
occurrence, or higher Hölder exponent magnitudes. 

 

 
 

Fig. 1. – Local Regularity of  Dial 3 traffic trace represented in different  gray 

levels:: (Dark) small Hölder Exponents; (Clear) large Hölder Exponents. 
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III. SECOND-ORDER MOMENT OF MULTIFRACTAL 
PROCESSES 

Stochastic processes with multi-scale behavior depend 
strongly on the first and second moments. The first and second 
order moment of a multi-scale (multifractal) process are given 
respectively by [13] 

 
Tλµ =                                        (6) 

)(22 ~ Tατσ                                     (7) 

where µ and σ2 are mean and variance respectively of process, 
λ is the average traffic rate , α(T) is Hölder Exponent and T is 
time scale. 

The estimation of Hölder exponent α(T) at time scale T of a 
process can be simplified by assuming that it has a normal 
distribution N( ~

α , ~
σ 2) with mean ~

α  and  variance ~
σ 2 , 

respectively. Therefore, under this assumption, Equation (8) 
relates the variance of the distribution of the process to the 
scale time T. 

α
σ

αα

σπ
σ α dT 2

2~

~

~
2 ]

2

)(exp[
2

1~ −
−∫

∞

∞−
           (8) 

Let z = T2α, then α = ln(z) / (2ln(T)) and dα/dz = dz / 
(2ln(T)z) then the equations (8) can be rewritten from the 
change of variable as: 

 

dz
T

Tz

zT
z ]

))ln(2(2

))ln(2()(ln(exp[
))ln(2(2

1~
2

~

2
~

0
~

2

σ

α

σπ
σ

−
−∫

∞

      

(9) 

The right hand side of eq. (9) show that σ2 has simply log-

normal distribution with parameters 2ln(T) 
~
α  and (2ln(T) 

~
σ )2. 

For the log-normal given by (9) the following equations for 
the mean µ and variance σ2 of multifractal process are valid: 

 
)2/exp( 2θϖµ +=                             (10) 

 
]1))[exp(2exp( 222 ++= θθϖσ                   (11) 

Therefore 

)1ln(
2
1ln 2

2

+−=
µ
σµϖ                          (12) 

)1ln( 2

2

+=
µ
σθ                                  (13) 

In this work, instead of a normal distribution, an 
exponential function f(x) = a exp(bx) is used to describe the 
behavior of the variance  σ2 under time scale T. This 
modification is justified by traffic trace analysis as illustrated 
in Figure 2. 

Figure 2 shows the variance in functions of   time scale T. 
For Internet multifractal traffic trace, dec_pkt_3. The lower 
modeling error is obtained for the exponential function 
modeling in comparison to the normal distribution based 
approach. More precisely, the root mean square error of 
exponential modeling is equal to 0.002928. 
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Fig. 2.  Time in function of Variance and Exponential Function 

Using the exponential function f(x) = a exp(bx)  to represent 
the distribution of variance σ2  and replacing (6) in (12)and 
(13)  we have: 

2ln[ ]
( / ) exp( ) 1)

T
c a bx

λϖ
λ

=
+

                   (14) 

2( / ) exp( ) 1)c a bxθ λ= +                      (15) 

where c is a constant. 

IV. LOSS PROBABILITY ESTIMATIONS  FOR LRD PROCESSES 
Several issues of traffic engineering, such as estimation of 

buffer size estimation and traffic flow control, are intimately 
related to the queueing behaviour at routers. The of long-range 
dependence (LRD) characteristic of traffic can cause 
significant impacts on the behaviour of traffic queue [10].  

Norros [10], and Duffield and O´Connell [4] proposed some 
lower bounds for loss probability P(Q>b) at queue under self-
similar processes input. However, in many situations, these 
lower bounds underestimate the real loss probability since. 
The lower limit for P(Q>b) decay asymptotically in 
accordance with a Weibull function for large buffer. 
Consequently the probability function of buffer occupation  
has a much  ‘heavier’ tail  than one  predicted by the 
exponential distribution under traditional buffer overflow 
models of short range dependence. The probability 
distribution of buffer occupation or the loss  probability of a 
given process with global  scale measure H ∈ (0.5,1) can be 
estimate by  [4]: 

 
2/)()(lnlim 2)1(2)1(2 CaabQPb HH

b
+−=> −−−−

∞→  (16) 
where a=C/H –C. 
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V. A NEW APPROACH  FOR  LOSS PROBABILITY ESTIMATION 
WITH MULTIFRACTAL INPUT PROCESSES 

Let X(t) be a multifractal process with log-normal 
distribution as follows 

( )
2

2

2
)ln(

)( 2
1)( θ

πθ

wx

tX e
x

xf
−−

=
                 (17) 

 
The distribution parameters ω and θ can be determined by 

the knowledge of mean µ and variance σ2 of the process X(t) 
as follows.  

We assume that there is a stable single queue with buffer 
having enough capacity to accommodate eventual transient 
burst and the following balance equation can be established: 

 
)()()()( 000 ttOtQttVtQ −+=−+            (18) 

where Q(t) is the queue length at time t, V(t-to)=W(t)-W(to) is 
the cumulative traffic load in the period [t,t0], and 
 

                  ))(()( tItCtO −=                              (19) 
In (19) C is the constant service rate and I(t) denotes the total 
number of server idle at time t. Therefore Q(t) can be written 
as: 

)0),()(max()( tOtVtQ −=                    (20) 
Let Y(t) = V(t) – Ct and ∆(t) = C.I(t). equation (20) can be 

expressed as : 
 

)0),()(max()( ttYtQ ∆+=                    (21) 
Applying the law of total probability, the loss probability in 

queue cam be calculated as: 
 

))(,)()((
))(,)()(())(()(

qtYqttYP
qtYqttYPqtQPtPloss

≤>∆+
+>>∆+=>=

))()()(())(( ttYqtYPqtYP ∆+<≤+>=  (22) 
 

The first term P(Y(t) > q) is called the absolute loss 
probability (Pabs)  and the second term P(Y(t) ≤ q ≤ Y(t) + 
Λ(t)) the opportunistic loss probability (Popp). Assuming Q(t) 
stationary, and let Cληρ −=−= 11  using the result 
derived by Benes [1]  the second term (Popp) can be written as: 

            

∫ +==∆+<≤=
t

qCuvuvopp duvfttYqtYPtP
0

)( |)())()()(()( ρ
 (23) 

 
Also the absolute loss probability (Pabs) can be written as an 

integral:  
 

∫
∞

+
=+>=>=

qCt tVabs dvvfqCttVPqtYPtP )())(())(()( )(   (24) 
 

Thus, the fully characterized queuing behavior of eventually 
any  traffic type in term of information loss is given by:  

 

∫∫ +=

∞

+
+=

t

qCuvuVqCt tVloss duvfdvvftP
0 )()( |)()()( ρ

(25) 
 

the first term on the right side of eq.(25) further detailed 
expressed  
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 Thus, the loss probability under stationary state is 
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Note that for multifractais traffic series the variables ϖ and 

θ   can be calculated using equations (14) and (15), 
respectively. Using relations given by the equations (14) and 
(15) into (28), we get a new expression for the loss 
probability: 
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VI. EXPERIMENTAL INVESTIGATION AND RESULTS 
Simulation investigations were carried out involving some 

real network traffic traces to validate the proposed loss 
probability estimation approach (dec_pkt_3, lbl_pkt_5 and 
dec_pkt_1). Previous papers state that the traffic traces used in 
this work presents multifractal characteristics [13]. This fact is 
revealed through an analysis involving different time scale of 
aggregation. The following configuration for the simulation of 
a single-server queue was considered: 

 
TABLE I  CONFIGURATION 

Traffic Trace Server Capacity (Bytes/s) Buffer Size (Bytes) 
dec_pkt_3 25 x 104 3 x 104 
lbl_pkt_5 5.7 x 104 3 x105 
dec_pkt_1 26.7 x 105 3 x 105 

 
 Table II compares the loss probability estimates (in bytes) 

for these traffic traces in a single server queue scheme, 
obtained through the following methods: by simulations, 
applying the Duffield’s method [4] and the proposed one. 

 
TABLE II  LOSS PROBABILITY 

Traffic Trace Simulation Duffield Proposed 
dec_pkt_3 1.538 x 10-9 7.063 x 10-23 8.804 x 10-9 
lbl_pkt_5 5.2059 x 10-9 1.6805 x10-36 9.5024 x 10-9 
dec_pkt_1 1.7703 x 10-9 8.0962 x 10-15 1.0776 x 10-9 
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Notice that the proposed approach considerably 
outperforms the method proposed by Duffield. Mostly 
important, the proposed method that provides loss probability 
estimates that clearly match to those obtained is the 
simulations. 

Figure 3 to 5 compares how loss probability estimates from 
vary with size buffer. Again, the performance measures of the 
proposed approach are much closer to that observed in the 
simulations than the values obtained by applying the 
monofractal approach (Duffield)[4]. 
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Fig. 3. Loss Probability versus Size of Buffer for the traffic trace dec_pkt_3 
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Fig. 4. Loss Probability versus Size of Buffer for the traffic trace lbl_pkt_5 
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Fig. 5. Loss Probability versus Size of Buffer for the traffic trace dec_pkt_1 

Figure 6 to 8 we show how, loss probability changes in 
terms of different serve capacities. Once again the proposed 
approach provides more accurate estimation and outperforms 
the method proposed in.[4] 
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Fig. 6. Loss Probability versus Capacity Server for the traffic trace dec_pkt_3 
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Fig. 7. Loss Probability versus Capacity Server for the traffic trace lbl_pkt_5 
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Fig. 8. Loss Probability versus Capacity Server for the traffic trace dec_pkt_1 

VII. CONCLUSIONS 

 
Traffic models based on the fractal theory are capable of 
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capturing important features of network traffic and therefore 
enhancing our understanding and allowing us to study the 
effects of the parameters of the model in the network 
performance. 

In this paper we present a new approach for calculating the 
loss probability for network traffic traces that have 
multifractal characteristics. To do this, first we show that an 
exponential function can be used to model the variance of 
traffic which is time dependent scale aggregation. Using the 
queueing theory and some multifractal properties (for 
example, log-normal distributions) we are able to derive an 
expression to estimate the loss probability of the data in 
connections. 

The experimental results demonstrate the efficiency of the 
proposed method which provides more accurate estimations 
than the monofractal method. 
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Abstract—This paper presents a system to check ANSP net-
work traffic developed for Zope/Plone platform. The data from
network equipments is acquired through SNMP protocol using
standard MIBs. The collected data is processed by scripts written
in Python language that feed a RRD database and the results
are graphed by the RRDTool program.

I. INTRODUCTION

ANSP (an Academic Network at Sao Paulo) is an WAN

installed in São Paulo State, Brazil, sponsored by Fapesp

(Fundação de Amparo à Pesquisa do Estado de São Paulo)

since 1989. The main universities and research centers are

connected among them by ANSP. It is also responsible for

provide them Internet Commodity and Internet2.

A tool named monitor is available for ANSP participants to

check their network traffic in bits. It is customized from Round

Robin Database Tool (RRDTool), developed by T. Oetiker [4].

About five year ago ANSP team decided to migrate ANSP

site from standard Apache Server to Zope server but any

changes were made in monitor tool. Zope is an open source

framework application server written in Python language and

maintained by Zope Foundation.

Created in 2001, Plone is a content management system

built on Zope framework. ANSP site adopted it three years

ago and our team began to study an way to developed a new

monitor tool in Zope/Plone environment.

II. OBJECTIVE

The aim of this paper is to present the development of a time

statistical network tool in a object-oriented environment. There

are many software with the same functionality but ANSP

monitor intends to be an option to whom adopted Plone/Zope

server.

III. MATERIAL AND METHODS

A. Description

The principal tools utilized in ANSP monitor are described

below.

1) Zope and ZEO: The Zope application server is a trans-

actional object system written in Python [3] with a oriented-

object database, named ZODB (Zope Object DataBase), where

an in-memory cache of objects can be interacted with in

many ways [7]. ZODB manages a single file in a hard disk

identified typically as data.fs. Two or more Zope servers

can not share the same file: this forbids to adopt multiprocessor

systems.

Zope Enterprise Objects (ZEO) was created to take advan-

tage of multiprocessor systems [6]. With ZEO, many Zopes

instances distributed on many processors are connected to a

Zope Storage Server (ZSS). When one Zope changes an object,

the changes are sent to the ZSS, which sends a message to

the other Zopes. The other Zopes then remove the object from

their cache. If the object is needed on a subsequent request,

the Zopes fetch the object from the ZSS.

A balance web access system can be coupled to the ZEO.

The ANSP monitor application takes advantage of both sys-

tems: one user access the service, the balance system takes the

less occupied Zope instance and ZEO gives the required data.

ANSP adopted a balance web access solution from Foundry

Networks.

2) Plone: Plone[2] is Content Management System (CMS)

built upon Zope that allows easy website management for non

technical people, like adding and editing pages or news. It also

creates navigation links based on the content, controls users

permissions and index the content. For those reasons ANSP

team decided to migrate ANSP site to Plone.

However, the legacy ANSP monitor application did not

integrate with Plone, so a new application was developed,

mapping network entities, like routers and interfaces, to Plone

content types.

B. ANSP monitor modules

Two modules compose ANSP monitor. The first one collects

traffic information from network hardware and saves the data.
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The second one is dealing with recording general information

about links, like IP addresses and interfaces, and it generates

traffic graphics. The intersection point between them is a

relational database, where all information is stored.

• Collector module: this module consists of one Python

script, that runs at a periodic time (usually five minutes),

started by the cron system in a UNIX server with at

least read rights access to all network equipments. Data

collection uses SNMP[5] protocol, through PySNMP

library. Once the data is available, it is stored in a

RRDTool database, through PyRRD library. The five

minutes interval is adopted for some reasons. First, a

larger interval would make the results very inaccurate

because SNMP returns the average traffic between two

moments. Second, a smaller one would increase CPU

usage from both the collecting machine and the network

device, what could cause interference in the network. For

example, suppose an interval of thirty minutes is used,

and a link had a traffic that usually ranges from 10 Mb/s

to 12 Mb/s. If, during thirty seconds, the link has its traffic

increased to 100 Mb/s, and in the rest of the time it is 10

Mb/s, the graphic will not show the high traffic, because

the average traffic will be 11.5 Mb/s. But, if the interval

was five minutes, the graphic would show 19 Mb/s, what

would be noticed.

• Management module: this module consists of a Plone

product, written using Archetypes [1] framework. It man-

ages all data about the connections, allowing insertions,

deletions and updates. Traffic graphics are created using

RRDTool and they are available integrated with Plone

interface.

IV. RESULTS

The application is going to be fully functional in 2009 first

quarter. Some screenshots are presented below.

Figure 1 presents the main page of monitor. It shows the

qualitative states of connections, their bandwidth, references

for other informations and link to traffic graphics.

Figure 2 shows one traffic graphic generated by RRDTool

and fully integrated with Plone environment.

Example of network traffic graphic generated by RRDTool

and integrated in Plone environment.

Figure 3 displays information about a network connection

of one ANSP participant.

Webpage screenshot that describes characteristics about a

link.

The main result of this application is the integration with

ANSP site, allowing site administrators to work with only one

web interface for both the site and the network monitoring. It

also saves time for system administrator, who have to take

care of just one environment.

V. FUTURE DEVELOPMENTS

Launched the first version of application, ANSP intends to

develop some extensions like a module to collect Netflow or

SFlow data and diagnosis graphics based on them. Studies

Fig. 1. ANSP monitor main page snapshot.

about adequated sample size could be made. Qualitative and

quantitative analysis about layer 3 and layer 7 could be

implemented but it depends on high processing performing

and some hardware network features.

ANSP intends to create a distribution kit to Zope commu-

nity.
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Fig. 2. Example of network traffic graphic generated by RRDTool and
integrated in Plone environment.

Fig. 3. Webpage screenshot that describes characteristics about a link.
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Effect of Buffer Size on Anycast Routing Using 
Genetic Algorithms in Delay Tolerant Networks 

Abstract—Delay/Tolerant Networking (DTN) has grown as a 
research area is focused on addressing the communication 
requirements to challenged networks, characterized by frequent 
disconnections and high delays. There are different types of 
DTNs, depending on the nature of the network environment. 
Hence, different routing schemes are proposed. In this paper we 
treat the anycast routing where hosts wish to delivery messages 
to at least one, and preferably one, of the members in an anycast 
destination group. To do this, we applied genetic algorithm (GA) 
for route decision. Then we implement a GA-based anycast 
routing algorithm and analyze the effect of buffer size on 
performance. Our simulation results have shown that the routing 
using GA performs better when the network resources are scarce 
if compared with an algorithm that take in count only the 
number of hops.  

Index Terms — anycast routing, delay tolerant networking, 
genetic algorithms. 

I. INTRODUCTION 
Along with the increasing penetration of computing and 

communications technologies into our world and our lives, we 
have seen the arising of emerging networks, however, in 
certain networking scenarios, important Internet protocols are 
not usable. DTN (Delay/Disruption Tolerant Networking) as a 
research area is focused on addressing the communication 
requirements specific to these challenged networks. These 
networks may suffer frequent disconnection, high delay, high 
data rates, asymmetric data rates between source and 
destination, with the possibility of never having end-to-end 
connectivity between the source and destination over a given 
period of time. Therefore, the design of protocols for those 
networks becomes a unique challenge. 

The IRTF (Internet Research Task Force) created a new 
research group to examine the more general area of DTN. 
That group is called the DTNRG, and it is currently the main 
open venue for work on the DTN architecture and protocols. 
The DTNRG is documenting these protocols as so-called 
experimental RFCs. 

RFC 4838 [1] describes an architecture for delay-tolerant 
and disruption-tolerant networks, defining an end-to-end 
message-oriented overlay, called bundle layer (Figure 1). RFC 
5050 [2] describes the end-to-end bundle protocol, block 
formats, and abstract service description for the exchange of 
messages (bundles) in DTNs. 

 
Fig. 1. Bundle layer 

 
Many of the principles of DTN architecture are reviewed by 

Fall and Farrel [3], being highlighted design decisions that 
have persevered through repeated analyses. 

A common challenge in DTNs is the routing. In store-carry-
forward routing, a next hop may not be immediately available 
for the current node for forward the data (bundle). The node 
will need to buffer the data, and maybe carried, until the node 
gets an opportunity to forward the data and must be capable of 
buffering the data for a considerable duration. 

Basically, we have two categories of routing protocols in 
DTNs: deterministic and stochastic case. Zhang [4] review a 
few routing protocols for both cases. Besides, the routing 
algorithms can be proposed depending on the amount of 
knowledge about the network.   

In this paper, we treat the routing for anycast delivery, 
which allows a node to send a message to at least one, and 
preferably only one, of the members in a group. The idea 
behind anycast is that a client wants to send packets to any 
one of several possible servers offering a particular service, 
but does not really care any specific one. 

There are various applications of anycast in DTN such as 
disaster rescue field (people may want to find a doctor or 
fireman without knowing their locations and specific IDs), 
battle fields (e.g. a command center may want to deliver a 
particular message to any soldier among a group - squad), 
long distance education (e.g. send a message to anyone one of 
the members in a group), and many other applications. 

DTNs are characterized by long transfer delays. Under 
these situations, the group membership may change during a 
message transfer, being necessary to define the intended 
receivers of a message. In section III, we will view a situation 
when from perspective of traditional anycasting, it is not clear 
which nodes should receive a message and three anycast 
semantic models. 
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The most of works found in the literature treat the unicast 
delivery. However, in this case, the destination is determined 
when the message is generated, while in anycast, the 
destination can be any one of a node group and the group 
membership may change during a message transfer. 

The GAs (Genetic Algorithms) are most appropriate for 
multi objective optimization problems. Like that, because the 
route and destination decision will influence many parameters 
simultaneously (like delay, delivery probability) we applied 
GA for perform the routing in DTN. 

The GA will be used to define the route and destination of 
the message for deterministic case (we assumed that future 
movement and connections are completely known) 
representing the network through directed multi-graph (we 
talk about multi-graph in section III). 

We study the effect of buffer size on our GA-based anycast 
routing algorithm and compare to other algorithm that 
computes the shortest number of hops. 

The remainder of this paper is organized as follows: Section 
II presents related works. Section III describes the system 
model. Section IV introduces the role of GA in our routing. 
Section V describes the simulation while Section VI shows 
and discusses the results. The last section presents the 
conclusion and future works. 

II. RELATED WORK 
 Anycast routing has been studied extensively in Internet 
and MANETs (mobile ad hoc networks). More specifically, 
anycast routing using GA in MANETs has been studied [5,6], 
but routing in DTN is more challenging due to the frequent 
partitions and long end-to-end delay. 
 Multicasting is analyzed in DTNs [7, 8] using several 
multicast routing schemes. It is important to note that when 
the multicast service is used, mobile nodes responsible for 
assisting in the delivery of messages (bundles), store the 
messages until it is confirmed that all members of the 
destination group already have received. In our anycast case, 
mobile nodes responsible for bringing the message to a 
member of the anycast group need to store them until delivery 
to only one member of the anycast group, which leads to a 
substantial saving in storage of mobile devices that relayed the 
messages to a destination group. 
  Gong et al [9] analyze the anycast semantic for DTN and 
presented a metric named EMDDA (expected multi-
destination delay for anycast). The authors assumed that nodes 
in the network were stationary. The connectivity among the 
nodes was the mobile devices that act as carrier to deliver 
messages for the nodes. Also the moving patterns of these 
mobile devices can be obtained.  
 We used some ideas from [9], but this work is based on 
estimation, i.e., decision about forwarding packets are based 
on the likelihood of the delivery of each neighbor. The 
decisions considered the average end-to-end delay. The 
routing performed by Gong et al [9] is categorized as 
stochastic case and our routing can be considered 
deterministic case. 

 Despite Gong et al [9] present three types of semantic 
anycast that allow the source explicitly specify the destination 
of a message through the models CM (Current Membership), 
TIM (Time Interval Membership) and TPM (Temporal Point 
Membership), the network traffic during the selection of 
routing is not considered. Our anycast routing scheme 
incorporate both node storage constraint and network traffic 
dynamics. 

III. SYSTEM MODEL 
 For semantics of anycasting in traditional networks such as 
the Internet and MANETs, the receiver of an anycast packet is 
well defined, since data transfer delay in these networks is 
short. This, however, due the large transfer delays is no longer 
valid in DTNs, because the memberships can change during 
data transfer. This way it is necessary to define new semantic 
models for anycast in DTNs. 
 We represent the DTN as a directed multi-graph. In a 
tutorial article [10], is described a simple combinatorial 
reference model that captures most characteristics of time-
varying networks. 

A. Anycast semantics 
 Consider the simple example in Figure 2 where a source 
sends a message to a group at time t. Let t’ be the earliest time 
that other nodes could possibly receive this message according 
to network topology limitations. Suppose that node A joins the 
group at time t1 < t and leaves at time t2, t < t2 < t’. Node B 
joins at time t3, t < t3 < t’ and never leaves. From the 
perspective of traditional anycasting, it is not clear which 
nodes should receive this message, whether A, B or neither of 
them. 

 
Fig. 2. An example of anycast semantics in DTNs. 

 
 Consequently, new anycast semantic models should be 
developed. In [9] is described that the intended receiver 
should be clearly defined for a message as group membership 
changes when nodes join and leave the group. It is showed 
three anycast semantic models that allow message sender to 
explicitly specify the intended receivers of a message: 
 - Current Membership Model (CM): the receiver of the 
message should be destination group member at the time of 
message delivery; 
 - Temporal Interval Membership Model (TIM): a message 
includes a temporal interval that specifies the period during 
which the intended receiver must be a member of destination 
group member; 
 - Temporal Point Membership Model (TPM): its intended 
receiver at least should be a member of destination group at 
some time during membership interval. 
 In our anycast routing we define the intended receiver when 
the message is generated. This is a particular case of the TIM 

124 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



 
 

model, whereas that the temporal interval is the instant of the 
message generation. 

B. Network model 
 We use a directed multi-graph to represent the DTN and 
consider that the topology may be known ahead of time. In 
DTN graph more than one edge may exist between a pair of 
nodes. Furthermore, the link capacities (storage capacity, 
propagation delay and departure time) are time-dependent. 
 The edge representation used is showed in Figure 3. An 
edge between node 1 and 2 means that there exist some 
mobile devices moving from the initial node 1 (source) to the 
terminal node 2 (destination). The storage capacity (c(1,2)) on 
all mobile devices is limited and we will study its influence in 
our results.  

 
Fig. 3. An edge in a DTN graph 

 
 We assume that every mobile device that moves between 
the same initial node, 1, and terminal node, 2, has the same 
moving speed, thus having the same moving delay, d(1,2), 
from the source to the destination. The departure time w(1,2) 
of mobile devices on each edge is represented by randomly 
generated numbers with Poisson distribution. b(1) and b(2) are 
the storage capacity of node 1 and 2, respectively. 
 Besides, the nodes in the network are stationary and 
generate messages. On the other hand, mobile devices move 
from one node to another and do not generate messages 
themselves.  

IV. ROLE OF GENETIC ALGORITHM IN ROUTING 
 The objective of GA in our work is to assist in the anycast 
routing for route and destination decision. GAs are defined as 
search algorithms based on the mechanics of natural selection 
and natural genetics [11]. They combine survival of the fittest 
among setting structures (in our case, routes) with a structured 
yet randomized information exchange to form a search 
algorithm. They efficiently exploit historical information to 
speculate on new search points with expected improved 
performance. 
 Most of real world problems are nonlinear, where 
nonlinearity is the norm, where changing one component may 
have ripple effects on the entire system, and where multiple 
changes that individually detrimental may lead to much 
greater improvements in fitness when combined. GAs are 
appropriated to solve these problems. 
 Before examining the mechanisms and the power of a 
simple GA, we must be clearer about our goals when we say 
we want to optimize a function or a process. 
 We defined each population individual being a possible 
route for each session. The GA keeps a population of routes 
created using randomly selected possible paths (our 
chromosome) and allows filter routes to combine and produce 
offspring with new characteristics, which may replace low 

fitness old routes. Fitness function is a particular type of 
objective function that quantifies the optimality of a solution. 
 The GA copies routes with some bias toward the best, mate 
and partially swap (sub) individuals, and mutate occasional 
possible paths for good measure. We set the crossover 
probability to 0.8 and the mutation probability to 0.1. We use 
these values to increase the diversity in the individual 
population. Our GA is controlled by the number of 
generations and the population has 50 individuals. 
 We want to search the route and consequently the 
destination that better serve the routing objective (enhance 
some metric) using GA. Figure 4 shows an example of 
population representation. We have two individuals (X1 and 
X2) representing four anycast sessions and the points P1, P2 
and P3 representing the possible crossover points. The points 
P1, P2, P3 are separating each possible route. Each number in 
each square represents the nodes. We can see that the first 
route is 19-03-23, i.e., the source is the node 19 and the 
destination chosen by the algorithm is the node 23 passing by 
node 3. 

 
Fig. 4. Population representation 

 
 Y1 and Y2 (Figure 5) represent the individuals generated 
by the crossover between X1 and X2 at point P3. Figure 6 
shows a mutation of the fourth route in the individual X2. 

 
Fig. 5. Crossover example 

 

 
Fig. 6. Mutation example 

 
We define two metrics for optimization. First, we choose a 

minimum delivery probability. We define that the GA must 
search routes with delivery probability above 80% and a route 
(optimal or very good) that satisfying the probability and has 
the lesser delay. 

V. SIMULATION 
 We use simulation to compare the performance of the GA-
based anycast routing algorithm and the SP (shortest path) 
algorithm modified (the cost function considered was the 
number of hops) in different scenarios. 
 Routing algorithms in the constructed space-time graph can 
be developed using SP algorithm. For example, Dijkstra’s 
algorithm was adapted to compute the shortest path by Jain, 
Fall and Patra [12]. We adapted the shortest path to compute 
the lesser number of hops between the source and destination. 
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A. Modeling and simulation 
 Depending on the available knowledge about the network, 
[12] defines knowledge oracles. Our routing algorithm has a 
partial knowledge (more practical assumption from an 
implementation perspective than complete or zero 
knowledge): our algorithm uses information about node and 
edge queuing, storage capacity, moving delay, and departure 
time of the mobile devices. We use these informations to 
define the better destination and compute the route. 
 In our simulation, we employ Waxman Network Topology 
Generator [13] to generate a random graph of 40 nodes. In the 
Waxman generator, the nodes follow a Poisson process in the 
plane. The probability to have an edge between u and v is 
given by 

( ) ( )L
d

evuP .., βα
−

=       (1) 

where α > 0, β ≤ 1, d is the distance from u to v, and L is the 
maximum distance between any two nodes. We set α to 0.4 
(chose a density of short edges relative to longer ones middle) 
and β to 0.2 (graphs with lower edge densities). 
 We assume the communication between nodes is carried 
out by mobile devices (to simulate the behaviors of DTNs). 
For each edge generated by Waxman generator, we replace it 
with a mobile device acting as ferries. We use the statistic 
toolbox poissrnd to generate random numbers from the 
Poisson distribution to represent the leaving time (w(u,v)) of 
mobile devices on each edge with mean interval time selected 
randomly from 600 to 6000 seconds. The moving delay 
(d(u,v)) on each edge is a number selected randomly between 
60 and 600 seconds, which is multiplied by the distance 
between the nodes.  
 We assume that the storage capacities (c(u,v)) of each 
mobile device can vary, and we study its influence in routing 
algorithm performance. The storage capacities of each node 
(b(node)) may vary from 600 to 1000 messages. We showed 
an example of edge between node u (1) and v (2) in Figure 2. 
 In section VI, we use the topology and enumerate the nodes 
according Figure 7 (scale 1:100 meters). For each anycast 
session (we consider only anycast traffic in our simulations) 
we generate a random number between 2 and 5 to represent 
the number of possible destinations. We randomly pick a node 
as the anycast source. The first destination member is selected 
randomly from the possible nodes except the source node. The 
rest of destination group is the node in sequence if this node is 
different from source node until completes the number of 
desired destinations. The messages to send to the destination 
group for each source can vary between 200 to 500 messages 
(we will vary this message size in section VI-B). We generate 
random numbers between 0.04 and 0.06 to represent the inter-
arrival times (messages generated per second). Table I has an 
example of initial traffic for four sessions. 
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Fig. 7: Network topology 

 
TABLE I 

INITIAL TRAFFIC EXAMPLE 
 Session 1 Session 2 Session 3 Session 4 

Source 19 38 32 17 
Destination 

Group 
[23; 24; 

25] 
[39; 40; 1; 

2] 
[31; 33; 34; 

35; 36] 
[25; 26; 
27; 28] 

Messages to 
sent 

270 420 280 420 

Beginning of 
the session (s) 

1400 1500 5700 8800 

 
 A message is split only at source and different parts 
(fragments) are routed along same paths. To compare the 
algorithms we collected statistics about delivery probability 
(total number of unique anycast bundles received by any 
anycast group member to the total number of bundles 
transmitted by the anycast source) and delay (weighted mean 
of delay, the weights are the number of delivered bundles). 
We intent evaluate the shortest path algorithm and the anycast 
routing using GA under different mobile devices storage 
capacities. 
 Table II presents an example of the delivery probability, 
delay, and the routes found by the algorithms. We illustrated 
these routes achieved by GA in Figure 4, and showed an 
example of crossover (Figure 5) and mutation (Figure 6). 
Analyzing the Tables 2 and 3 we can conclude that the reason 
for the GA (best route) achieves a delay lesser than the SP is 
that the route in session 1 and 4, despite having the same 
number of hops, relayed the messages in a time shorter than 
the route used by shortest path algorithm. 
 

TABLE II 
PERFORMANCE METRIC EXAMPLE 

Algorithm Del. 
Prob. 

Delay 
(s) 

Route 
Session 

1 

Route 
Session 

2 

Route 
Session 

3 

Route 
Session 

4 
Shortest 

Path 
1.00 7.0140 19-3-

24 
38-19-

39 
32-1-

33 
17-14-

28 
GA best 

route 
1.00 6.5470 19-3-

23 
38-19-

39 
32-1-

33 
17-14-

25 
GA 

second 
0.89 7.6180 19-3-

23 
38-19-

39 
32-14-
25-34 

17-32-
14-13-

26 
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VI. PERFORMANCE EVALUATION 
 We want evaluate the algorithms performance (SP and GA) 
under different scenarios. We study the effect of buffer size on 
performance. To do this, we vary the storage capacity of each 
mobile device and the size of messages sent by each anycast 
session. 

A. Varying the buffer size 
 We simulate a network with 16 anycast sessions. For 
performance evaluation, we implemented the algorithms for 
anycasting under different buffer sizes on the mobile devices. 
After that, we plot the delivery probability and delay. The GA 
is controlled by number of generations (200). Each generation 
takes 2.2 seconds in average. Our simulations run for 43.000 
seconds (≈ 12 hours) in simulation time. 
 First, we consider that the storage capacities (c(u,v)) of each 
mobile device may vary from 500 to 1000 messages. We plot 
the results for the SP algorithm and the two best individuals 
obtained by GA (GA best is the best individual and GA 2 is 
the second best individual). 
 Figure 8 shows that although SP algorithm obtains a 
delivery probability a little higher, the GA gets a delay lesser 
than SP, and with the delivery probability above 80%. This is 
because our GA-based routing functioning: we can choose a 
minimum delivery probability (in the example 0.8) and the 
algorithm will search a route that satisfying the probability 
and has the lesser delay. 
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Fig. 8: Results for buffer size varying from 500 to 1000  

 
 Now we consider the storage capacities (c(u,v)) of each 
mobile device may vary from 300 to 800 messages. Figure 9 
shows that the delay increases for both SP and GA. Moreover 
we can see that the GA achieves a delivery probability above 
80%. Even now the SP, obtains a delay higher and a delivery 
probability lesser than GA. 
 Finally, we vary the storage capacity (c(u,v)) of each mobile 
device from 200 to 500 messages. Figure 10 shows that the 
delay increases again for both SP and GA. Although neither 
SP nor the GA achieves a delivery probability above 80%, GA 
gets a delivery probability larger than SP. The poor SP 

performance is because SP chooses routes without considers 
information about departure time and buffer storage. 
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Fig. 9: Results for buffer size varying from 300 to 800 
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Fig. 10: Results for buffer size varying from 200 to 500 

 
 The results above suggest that when the network resources 
(e. g. buffer size of mobile devices) are scarce the delay 
increase. This is because the delay waiting for an opportunity 
to transmit increase. Besides, we observe that the 
improvement obtained by GA is higher if compared with SP 
when the resources are scarce. This suggests that with little 
resources, routing algorithms more “intelligent” are necessary 
to achieve a good performance, and possible available 
informations can be used to optimize the performance. 

B. Varying the messages size 
 Now we fixed the 16 anycast sessions and the storage 
capacity of each mobile device (500 to 1000 messages). To 
analyze the algorithms under different traffics we vary the 
message size. 
 Figure 11 shows the delivery probability and delay for both 
SP and GA, varying the message size from 200 to 400, 200 to 
500 and from 300 to 500. 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 127



 
 

200 to 400 200 to 500 300 to 500
0

20

40

60

80

100
delivery probability (%)

Message Size

SP
GA

200 to 400 200 to 500 300 to 500
0

1

2

3
x 10

4 total delay (s)

Message Size

SP
GA

 
Fig. 11. Delay and delivery probability under different message size 

 
 Figure 11 shows that the GA obtains a delivery probability 
slightly lesser than SP for message size from 200 to 400 and 
from 200 to 500, but above 80%. However, GA obtains a 
delay more than 1000 seconds lesser than SP for these two 
scenarios. This is because the GA search routes that having 
the shortest delay with delivery probability above 80%. 
 Analyzing the results for message size from 300 to 500, we 
can see that SP achieves a delivery probability poor, 62.32% 
against 74.39% obtained by GA. Again, this suggests that 
when the network traffic is high, i.e. the resources are scarce, 
the improvement obtained by GA is higher. 

VII. CONCLUSION AND FUTURE WORKS 
  Future DTN nodes will likely have to support a number 
of different routing strategies and protocols in order to operate 
efficiently in the vast diversity of environments in which the 
node may find itself. So we present a GA-based anycast 
routing algorithm that use information about the network to 
search routes optimal or very good with an acceptable delivery 
probability and the lesser delay. 
 Simulation results showed that GA can reduce the average 
delay compared to shortest path algorithm used and improve 
the delivery probability. However, this improvement is 
emphasized when the networks conditions are more 
challenging.  
 As future works, new techniques can be developed to GA 
converge faster. Moreover, the possibility to apply GA in 
other DTN environments can be studied. 
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Abstract—Orthogonal Frequency Division Multiplexing is be-
ing widely used on today’s digital communication standards,
mainly because its robustness against multipath channels. Al-
though, the high PAPR of the OFDM signal becomes a problem
when a mobile communication takes place, because of the power
limitation of the mobile unit. One technique that can be used
to reduce the PAPR of OFDM signals is to apply the Walsh-
Hadamard Transform on the data prior the IFFT. The aim of this
paper is to analyze the performance of this system, considering
the use of space-time and space-frequency diversity in a time
variant multipath channel.

I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) [1] is

employed by several high data rate communication systems as

aerial interface. It is one of the most important wireless trans-

mission techniques, with high academic and practical interest.

OFDM systems are robust against frequency selective fading,

which makes this technique suitable for wireless computer

networks [2] [3], digital television broadcasting [4] [5], mobile

communications [6] and others wireless applications. How-

ever, OFDM has some drawbacks that limit its application or,

at least, reduce its performance and increase the overall symbol

error rate (SER). Between these drawbacks, the high peak to

average power ratio (PAPR) [7] deserves attention. Because

of the Gaussian distribution of the OFDM signal, amplitudes

that lead the power amplifier to saturation are expected. Once

the power amplifier is saturated, it clips the OFDM signal,

introducing in-band and out-band non-linear interferences [8].

There are several approaches presented in literature to reduce

the PAPR in OFDM symbols [9] [10]. One simple solution

that reduces the PAPR in OFDM system without high com-

plexity increment is to apply the Walsh-Hadamard Transform

(WHT) in the data to be transmitted, before the Inverse

Fast Fourier Transform (IFFT) [11]. Obviously, the Inverse

Walsh-Hadamard Transform (IWHT) must be applied to the

symbols obtained at the output of the Fast Fourier Transform

(FFT) in the receptor. In this paper, the performance of a

WH-OFDM system in a non-linear time variant channel will

be obtained using computational simulation. The simulation

results will be compared with the theoretical results presented

in the literature [12]. Furthermore, the transmission diversity

proposed by Alamouti [13] will be integrated with the WH-

OFDM, resulting on a WH-STC-OFDM (Walsh-Hadamard

Space Time Coding Orthogonal Frequency Division Multi-

plexing) and WH-SFC-OFDM (Walsh-Hadamard Space Fre-

quency Coding Orthogonal Frequency Division Multiplexing)

[12]. The performance of both approaches in a non-linear time

variant channel will be also obtained through computational

simulation and compared with theoretical curves.

In order to achieve these results, this paper is organized

as follow: Section II presents the basics on OFDM systems,

while section III presents the combination of this technique

with the Space Time Coding introduced in [13]. Section

IV presents the integration of the OFDM, STC-OFDM and

SFC-OFDM with the Walsh-Hadamard Transform. Section

V presents the performance analysis of these systems in a

time variant channel and, finally, Section VI presents the final

conclusions and commentaries of this paper.

II. BASICS ON OFDM

The basic idea behind OFDM is to split the serial data

stream that must be transmitted in N parallel streams. An

N -point IFFT is applied to the N symbols, resulting in a

complex baseband OFDM signal. Thus, the OFDM symbol

can be stated as [7]

s[m] =
1

2N

N−1
∑

n=0

c[n]ej 2πn

N
m

, (1)

where N is the total number of subcarriers, s[m] is mth time-

domain sample of the OFDM symbol, 0 ≤ m ≤ N − 1
and c[n] is the in-phase and quadrature symbol transmitted

on the nth subcarrier, 0 ≤ n ≤ N − 1. As can be noticed

from (1), the OFDM symbol can be seen as the Inverse

Fast Fourier Transform (IFFT) of the data symbols, c[n]. The

complex vector, s[m] can be transmitted using a in-phase

and quadrature modulator. In order to recover the transmitted
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symbols, it is necessary to sample the OFDM signal and apply

the Fast Fourier Transform, as presented in Figure 1

Fig. 1. Block diagram of an OFDM system.

III. TRANSMISSION DIVERSITY

The scheme proposed by Alamouti [13] can be associated

with OFDM in order to obtain transmission diversity in

frequency selective channels. Basically, there are two different

approaches to combine the transmission diversity with OFDM

that will be shortly described following.

A. STC-OFDM

A Space Time Coding OFDM scheme [14] can be achieved

by applying the transmission matrix presented in Table I,

where the nth subcarrier of two adjacent OFDM are used to

construct a code-word.

TABLE I

STC-OFDM TRANSMISSION MATRIX.

Antenna 0 Antenna 1

n
th subcarrier, i

th symbol c[n] −c[n + 1]∗

n
th subcarrier, (i + 1)th symbol c[n + 1] c[n]∗

Figure 2 presents the block diagram of an STC-OFDM

transmitter and Figure 3 presents the block diagram of an

STC-OFDM receiver with a single antenna.

The data received at the nth subcarrier of the ith and (i+1)th

OFDM symbol are respectively given by

Sri
[n] = c[n]H0[n] − c

∗[n + 1]H1[n] + Wi[n]

Sri+1
[n] = c[n + 1]H0[n] + c

∗[n]H1[n] + Wi+1[n]
(2)

where c[n] is the original data vector, H0[n] and H1[n] are the

frequency response of the channels at frequency n and Wi[n] is

the amplitude spectrum of the noise at the nth subcarrier and

time instant iT . Notice that the channel frequency response

is considered time invariant during the transmission of two

adjacent OFDM symbols [14]. The STC decoder combines

these received signals to obtain the diversity gain. Thus, the

signal delivered to the detector corresponding with the nth

Fig. 2. Block diagram of an STC or SFC OFDM transmitter.

Fig. 3. Block diagram of an STC or SFC OFDM receiver.

subcarrier of the ith OFDM symbols is given by

d[n] =H
∗

0
[n] · Sri

[n] + H1[n] · S∗

ri+1
[n]

=
(

|H0[n]|2 + |H1[n]|2
)

c[n] + H
∗

0
[n]Wi[n]+

+ H1[n]W ∗

i+1
[n]

(3)

while the signal corresponding with the nth subcarrier of the

(i + 1)th OFDM symbol is given by

d[n + 1] =H
∗

0
[n] · Sri+1

[n] − H1[n] · S∗

ri
[n]

=
(

|H0[n]|2 + |H1[n]|2
)

c[n + 1]+

+ H0[n]Wi+1[n] − H1[n]W ∗

i [n]

(4)

From (3) and (4) it is possible to conclude that the STC-

OFDM scheme with one antenna at the receiver presents a

diversity gain of order 2, which increases the performance of

the system in frequency selective time variant channels. It is

important to note that in order to obtain the total diversity

gain the channel frequency response must be time invariant

during at least two adjacent OFDM symbols. It means that

the channel coherence time must be larger than the duration

of two OFDM symbols.

B. SFC-OFDM

Space-Frequency Coding OFDM scheme [15] is very sim-

ilar to STC-OFDM presented in the previous subsection. The

main difference is that the code-word is transmitted in two

adjacent subcarriers of the same OFDM symbol, as presented

in Table II.

Notice that equations presented in (2) also represents the

symbols received, respectively, at the nth and (n + 1)th sub-

carriers of the ith OFDM symbol. The block diagrams of the
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TABLE II

SFC-OFDM TRANSMISSION MATRIX.

Antenna 0 Antenna 1

n
th subcarrier, i

th symbol c[n] −c[n + 1]∗

(n + 1)th subcarrier, i
th symbol c[n + 1] c[n]∗

SFC-OFDM transmitter and receiver can also be represented

by Figures 2 and 3, respectively. The SFC-OFDM combines

the two adjacent subcarriers of the same OFDM symbol to

obtain the transmission diversity. Again, Equations (3) and (4)

can used to demonstrate the diversity gain obtained with an

SFC-OFDM system. In this case, in order to achieve optimum

performance, the channel frequency response at the frequency

of the nth and (n + 1)th subcarriers must be the same. Also,

the channel must be time invariant during one single OFDM

symbol. It means that SFC-OFDM is more robust against

Doppler effect when compared with STC-OFDM, but SFC-

OFDM is more sensible to the frequency selectivity than STC-

OFDM.

IV. WALSH HADAMARD TRANSFORM AND TRANSMISSION

DIVERSITY

The Walsh-Hadamard Transform (WHT) consists on multi-

plying a 2m-length vector by a 2m × 2m matrix given by

Ω2m =

[

Ωm Ωm

Ωm −Ωm

]

, (5)

where Ω1 = +1. Thus,

Ω2 =

[

Ω1 Ω1

Ω1 −Ω1

]

=

[

+1 +1
+1 −1

]

(6)

The Walsh-Hadamard Transform [17] of a data symbol vector,

c[n], is given by

~cΩ = ~c ×
ΩN√

N
(7)

where N is the length of the data symbol vector. The normal-

ization constante
√

N is used to keep the average energy of

the vector unchanged. From (7) it is possible to conclude that

the WHT of the data symbols results on a vector with same

length, where each coefficient is a linear combination of the

N data symbols. Since the coefficients of the WHT are always

“+1” and “-1”, the IFFT of the vector cΩ[n] presents a lower

PAPR (Peak to Average Power Ratio) when compared with a

conventional OFDM signal [11], as can be seen in Figure 4.

The Inverse Walsh-Hadamard Transform (IWHT) is also

obtained by multiplying the transformed vector, cΩ[n], by the

normailized WH matriz, ΩN , which means that

~c = ~cΩ ×
ΩN√

N
. (8)

The WHT can be easily integrated with the OFDM system,

by applying the WHT to the data symbols prior the IFFT and

by applying the IWHT after the FFT in the receptor, as shown

in Figure 5.

Fig. 4. Probability density function of the PAPR of a WHT-OFDM and
conventional OFDM.

Fig. 5. Block diagram of a WHT-OFDM system.

In this case, the transmitted OFDM symbol is given by

s = IFFT

(

~c ΩN√
N

)

(9)

and the symbols delivered to the demapper are given by

~d =
FFT (s ∗ h0 + ~w)

Ĥ0

×
ΩN√

N
= ~c +

~W ΩN
√

N Ĥ0

(10)

where h0 is the channel impulse response, Ĥ0 is the channel

frequency response estimation and ~w is an AWGN vector of

size N .

The STC or SFC OFDM scheme can also be integrated with

the WHT, as can be seen in Figure 6.

Assuming a WH-STC-OFDM system, the transmitted

OFDM symbols at antenna 0 and antenna 1 in the time instant

iT are respectively given by

s0,i = IFFT

[

~ciΩN√
N

]

s1,i = IFFT

[

−
(~ci+1ΩN )

∗

√
N

]

= IFFT

[

−
~c∗i+1ΩN√

N

]

,

(11)
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Fig. 6. Block diagram of a WHT-OFDM system with transmission diversity.

where ~ci is the symbol vector of length N to be transmitted

at time instant iT .

The OFDM symbols transmitted at antennas 0 and 1 at time

instant (i + 1)T are respectively given by

s0,i+1 = IFFT

[

~ci+1ΩN√
N

]

s1,i+1 = IFFT

[

(~ciΩN )
∗

√
N

]

= IFFT

[

~c∗i ΩN√
N

]

.

(12)

The received signals at time instants iT is given by

ri = FFT [s0,i ∗ h0 + s1,i ∗ h1 + ~wi]

=
~ciΩN√

N
× H0 −

~c∗i+1ΩN√
N

× H1 + ~Wi,
(13)

while the received signal at the time instant (i + 1)T is given

by

ri+1 = FFT (s0,i+1 ∗ h0 + s1,i+1 ∗ h1 + ~wi+1)

=
~ci+1 ΩN√

N
H0 +

~c∗i ΩN√
N

H1 + ~Wi+1.
(14)

Eq. (13) and (14) can be combined to obtain the diversity gain.

The received vector at the input of the IWHT block at time

instant iT is given by

~dΩi
= H

∗

0
ri + H1r

∗

i+1

=
(

|H0|
2 + |H1|

2
) ~ciΩN√

N
+ H

∗

0
~Wi + H1

~W
∗

i+1

(15)

and the received vector at the input of the IWHT block at time

instant (i + 1)T is given by

~dΩi+1
= H

∗

0
ri+1 − H1r

∗

i

=
(

|H0|
2 + |H1|

2
) ~ci+1ΩN√

N
+ H

∗

0
~Wi+1 + H1

~W
∗

i .

(16)

Applying the IWHT in (15) and (16), respectively, leads to

~di =
(

|H0|
2 + |H1|

2
)

~ci +
(

H
∗

0
~Wi + H1

~W
∗

i+1

)

×
ΩN√

N

~di+1 =
(

|H0|
2 + |H1|

2
)

~ci+1 +
(

H
∗

0
~Wi+1 + H1

~W
∗

i

)

×
ΩN√

N
.

(17)

The analysis of the WH-SFC-OFDM is analog to the one

presented above. In a linear channel, the performance of WH-

STC-(SFC)-OFDM is equivalent to the performance of STC-

(SFC)-OFDM. However, the performance of the WH-STC-

(SFC)-OFDM is expected to be higher in a non-linear channel,

due the reduction in the PAPR introduced by the use of WHT.

V. PERFORMANCE ANALYSIS

The reduction in the PAPR of the OFDM symbol reflects on

the performance of the system in non-linear channels, where

the high peaks of the signal are clipped by the power amplifier

[8]. The performance of a conventional OFDM system in a

non-linear frequency selective and time-variant channel can be

approximately estimated by (18) [12], where l is the clipping

threshold, σ2

n is the noise variance, σ2

r is the variance of

the orthogonal complex Gaussian that generates the Rayleigh

distribution [16], 2ν is the minimum distance between two

adjacent symbols of the employed constellation and µ̄ is the

average number of neighbors in the constellation. Figure 7

compares the performance on a conventional OFDM system

with a WH-OFDM system in a mobile non-linear channel.

In this case, a 64-QAM constellation has been used and the

clipping threshold, l, equals three.

Fig. 7. Performance of a 64-QAM OFDM and 64-QAM WH-OFDM systems
in a non-linear mobile channel with l = 3.

Observing Figure 7, one may conclude that the WHT

reduces the error floor of the system, resulting in a better

performance of WH-OFDM.
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pe ≈
2Q(l)µ̄

√
2π σnσ2

r

∫

∞

0

∫

∞

−∞

r exp

(

−
n2

2σ2
n

−
r2

2σ2
r

)

Q







[

r (ν − n)
2

√

3N πl2

]
1
3







dndr +
µ̄

σ2
r

∫

∞

0

r exp

(

−
r2

2σ2
r

)

Q

(

rν

σn

)

dr

(18)

However, this performance gain is only noticed at high SNR

(above 45dB), which may lead to the conclusion that the

performance gain does not payoff complexity introduced by

the WHT. In the case of the STC-OFDM, the scenario is

different, as can be seen in Figure 8. Again, a 64-QAM

constellation and clipping threshold equals three have been

used in this simulation.

Fig. 8. Performance of a 64-QAM STC-OFDM and 64-QAM WH-STC-
OFDM systems in a non-linear mobile channel with l = 3.

Observing Figure 8, it is possible to conclude that the WHT

sensibly reduces the error floor of the system for SNR above

25dB. The performance gain in this case is also higher than the

gain obtained without the STC, which means that the WHT

is more effective when combined with STC-OFDM.

As one can see in Figure 9, the same conclusions can

be achieved for the WH-SFC-OFDM. In this case, however,

the performance gain is even higher than the one obtained

with WH-STC-OFDM. Although the performance of the WH-

SFC-OFDM and WH-STC-OFDM is almost the same in a

non-linear time-variant channel, the performance of the SFC-

OFDM is poorer than the performance of the STC-OFDM

in the same channel, because SFC-OFDM is more sensible

to the Doppler effect, as commented in Section III-B. This

behavior was expected because the reduction of the PAPR also

reduces the clipping introduced by the power amplifier. Since

the clipping causes intra-carrier interference (ICI) which, in the

case of a SFC, results on degradation of the space-frequency

codeword, it is expected that the reduction of this non-linearity

results in a better performance of the SFC-OFDM system.

.

Fig. 9. Performance of a 64-QAM STC-OFDM and 64-QAM WH-SFC-
OFDM systems in a non-linear mobile channel with l = 3.

VI. CONCLUSIONS

The high PAPR of OFDM symbols is one of the main causes

of poor performance of this system in non-linear channels. The

reduction of the PAPR can be achieved by several different

approaches, and one of them consists on applying the Wash-

Hadamard Transform on the information symbols prior the

FFT. This paper has compared the performance of conven-

tional OFDM and WH-OFDM, as well STC-(SFC)-OFDM

and WH-STC-(SFC)-OFDM, in a mobile non-linear channel.

The performance gain obtained by the WHT considering

just OFDM is smaller than the performance gain obtained

when considering the STC. The gain is even larger, when

considering the SFC. These results leads to the conclusion

that the Walsh-Hadamard Transform shall be used with some

transmit diversity OFDM schemes, since the gain obtained

with no diversity OFDM scheme is relevant only for high

signal to noise ratio.
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Abstract— This work aims to establish a comparison between
orthogonal frequency division multiplexing (OFDM) and single
carrier with cyclic prefix (SCCP) focusing on robustness prob-
lems. Differently of most of the papers found in the literature,
we analyze, in more practical scenarios, not only the bit error
rate (BER) but also the block error rate (BLER) and the system
sensitivity to the interleaver configuration for frequency selective
block fading channels.

Index Terms— OFDM, single-carrier, channel coding, equal-
ization, interleaver, block fading

I. INTRODUCTION

The OFDM is a popular block transmission technique
which consists in dividing the available bandwidth into several
orthogonal subcarriers. One important advantage concerning
OFDM is the low complexity of the equalizer. If a cyclic prefix
(CP) is appended in the transmission block, the equalization
can be easily performed with a single-tap equalizer per subcar-
rier. However, the OFDM alone does not exploit the channel
frequency diversity, which means that in a strongly frequency
selective channel a subcarrier may be highly attenuated and
the information transmitted in it may be lost. Hence, channel
coding is an obligatory technique to recover information in
this kind of situation as noted by [1].

On the other hand, the single-carrier (SC) technique trans-
mits the data symbols through just one carrier at much larger
symbol rate. The result is that each symbol is spread over the
available bandwidth, allowing us to recover the transmitted
symbols even in frequency selective channels. This may be
accomplished by using a frequency-domain equalizer that can
assume the same form used in OFDM if we use a SCCP block
transmission technique. The solely difference compared to the
OFDM is that the inverse fast Fourier transform (IFFT) used in
the transmission is replaced after the equalizer at the receiver
[2].

Many articles have compared the performance of SCCP and
OFDM techniques in absence of channel state information
at the transmission. In [3], it is shown for uncoded systems
that linearly equalized SCCP with the minimum mean square
criterion always outperforms the uncoded OFDM in frequency
selective channels. In [4], it is shown that the coded OFDM
performs similarly to a coded linearly equalized SCCP when
the code rate is equal or smaller than one-half for QPSK
modulation, but it degrades rapidly when we increase the

coding rate, in accordance to [3]. In both [5] and [6], it is
shown that with coding, both SCCP and OFDM can attain
the channel diversity. However, most of these comparisons
are restricted to random coding, infinite block length or an
asymptotic analysis. Other papers (e.g., [2], [7]) are more
practical but they just confirm the results presented in more
theoretical papers or just emphasize on the lower peak-to-
average-power ratio of the SCCP. Our contribution, presented
in this work, is a more critical analysis of the performance
of both coded OFDM and SCCP techniques by focusing our
attention on the BLER, interleaver configuration choice and
their robustness in frequency selective block fading channels.

The paper is organized as follows. In section 2 we present
the unified system model used in both transmission systems
analysis. In section 3 we show some results obtained under
different contexts. Finally, the conclusions are indicated in
section 4.

II. SYSTEM MODEL

In the OFDM technique, the symbols are modulated by
subcarriers that are generated by an IFFT. A CP is added to the
resultant time-domain signal. In this analysis we assume that
the CP length is greater than the channel impulse response.
Therefore, the linear convolution involving the channel im-
pulse response and the transmitted block is equivalent to a
circular convolution and the equalization can be performed
with the frequency-domain one-tap equalizer structure.

IFFT h(n) ⊕ v(n)

FFT

Pa
ral

lel/
Ser

ial

Serial/
Parallel

⊕⊕
W0WN-1

S(k)

S(k)
x(n)X(k)Y(k)

Fig. 1. An unified model for SCCP, OFDM and CDMA
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In the SCCP we append to each symbol block a CP that
allows us to use the same equalizer structure used in the
OFDM technique. However, an IFFT has to be used after the
equalizer to allow the symbol detection.

The similarities between the SCCP and OFDM allow us
to describe both modulation techniques under an unified
transceiver, depicted in Fig. 1 [8]. In fact, the difference
between them is a linear precoding matrix P.

In accordance to this system model, the transmitter can be
regarded as a combined transformation of the linear precod-
ing matrix with the IFFT matrix, resulting in the so-called
transmission matrix:

T = PF−1 (1)

where, the matrix F is the N-dimensional Fourier matrix:

[F]n,k = e−j 2π
N (n−1)(k−1) n, k = 1, · · · , N

Note that if the matrix P is a simple identity, the transmis-
sion matrix is given by:

TOFDM = F−1 (2)

which is exactly the OFDM transmission matrix.
On the other hand, if the transmission matrix is the Fourier

matrix, the resulting transmission matrix is

TSC = FF−1 = IN (3)

which is equivalent to the SC transmission with cyclic-prefix.
Note that this approach makes clear the idea that each

symbol in SCCP is spread all over the bandwidth. Due to
this characteristic, the SCCP is also known in the literature as
DFT-Spread OFDM.

As well as the OFDM and the SCCP, other transmission
techniques can also be implemented based on this same system
model.

Such model can also describe synchronous coded division
multiple access (CDMA) systems. A very well known example
is the Walsh-Hadamard (WH) CDMA, where P is the WH
transformation matrix. For direct sequence (DS) CDMA, the
linear precoding matrix is obtained by taking the Discrete
Fourier Transform (DFT) of the time domain spreading codes.

The received message is equalized with the single-tap
structure, represented by the Wk coefficients in the Fig. 1.
These equalizer coefficients can be calculated using one of two
criteria: the Zero Forcing (ZF) and the Minimum Mean-Square
Error (MMSE). The ZF equalizer cancels the intersymbol
interference (ISI), although it is likely to provide a large noise
enhancement. Its coefficients are calculated as:

WZF (k) =
1

H(k)
(4)

On the other hand, the MMSE coefficients are obtained
solving the following optimization problem:

argmin
W

E

{
N−1∑

k=0

|D(k)−W (k) ·X(k)|2
}

(5)

where, D(k) and X(k) are the transmitted signal and the
received signal respectively, that are defined as:

D = F−1PS

D = [D(0) · · ·D(N − 1)]T

S = [S(0) · · · S(N − 1)]T

X(k) = D(k)H(k) + η(k)

(6)

where the vector D represents the transmitted signal vector, the
vector S is composed by the transmitted symbols, H(k) are the
coefficients of channel’s impulse response in the frequency-
domain and η(k) is the additive Gaussian noise.

Defining σ2
s as the symbol power and σ2

n as the noise
variance, it can be demonstrated that the coefficients which
satisfy the condition imposed by eq.(5) are:

WMMSE(k) =
H∗(k)

|H(k)|2 + σ2
η/σ2

s

(7)

From the eq.(4) and eq.(7), we can conclude that when
the system is operating in very high SNR conditions, both
equalizers are equivalent, i.e,

lim
σ2

η/σ2
s→∞

WMMSE(k) =
1

H(k)
= WZF (k) (8)

It is demonstrated in [3] that the uncoded OFDM perfor-
mance is the same, regardless of employed criteria. For coded
OFDM, if we pass to the cannel decoder the bit likelihood,
we can still use both criteria. On the other hand, in channels
with spectral nulls, the noise variance in the SCCP tends to
infinity when the equalization is accomplished with the ZF
structure. For that reason, the one-tap equalizer coefficients
for both techniques are obtained using the MMSE criterion.

It is quite important to emphasize that the equalization can
be performed with the single tap structure regardless the linear
precoding matrix. Thus, the low complexity of the equalizer
is not a characteristic inherent to the OFDM system, and any
system that can be interpreted with the structure depicted in
Fig. 1 can be equalized applying the same scheme.

So far we have not introduced the error correcting code in
the discussion. However, very often using an error correcting
code is required to transmit the message with the demanded
reliability. In such cases, an extra block must be appended to
the scheme depicted in Fig. 1. This block can be interpreted as
a non-linear transformation applied to the symbols just before
the linear transformation imposed by T.

The error correcting code is usually implemented with one
of these structures: bit-interleaved coded modulation (BICM)
or the trellis coded modulation (TCM). For a frequency-
selective channel, the received symbols in the OFDM tech-
nique can be seen as they were passed through a fast time-
varying flat fading channel. Therefore, a bit-interleaved coded
modulation (BICM) looks more adequate, since it outperforms
trellis coded modulation in this context [9]. For this reason, we
will consider the BICM technique in our analysis. One crucial
question in the BICM design is the interleaver project. An
approach is to arrange the bits in the interleaving matrix filling
its lines and reading through its columns. This procedure

136 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



Channel 
encoder Interleaver Modulation

mapping P F-1 Add
CP

Channel

Channel 
encoder Deinterleaver Modulation

mapping P+ F Remove
CPEq.

Bits

Bits

Fig. 2. The overall system model

applied to an interleaver matrix with m rows and n = N/m
columns is below illustrated:




x1

x2

x3

...
xN




write−−−−−→




x1 x2 · · · xn

xn+1 xn+2 · · · x2n

...
...

...
x(m−1)n+1 x(m−1)n+2 · · · xmn




read

y



x1

xn+1

x2n+1

...
xN




(9)

The main goal in interleaving the bits is to avoid error
bursts in the decoder. Then, a question arises: which is the
more suitable interleaver choice? And how this choice affects
the system error correcting capability. The overall system is
indicated in Fig. 2.

III. PERFORMANCE COMPARISON

We will proceed with a performance comparison, analyzing
how the system responds in a variety of contexts. The results
depicted in this sections were obtained through Monte Carlo
simulations. First of all, we adopt the same system parameters
used in [2], i.e., block fading, 512 subcarriers, QPSK modula-
tion, and a convolutional code [133 171]octal. We have chosen
a three-path Rayleigh channel, given by:

H(z) = h0 + h1z
−2 + h2z

−3 (10)

where the coefficients hk, k = 0, 1, 2 are Rayleigh variables
with zero mean and unitary variance.

Then, we analyze the interleaver configuration importance
to the system performance and extend the analysis to other
channels and to higher order modulation. Like [2], we have ini-
tially chosen a 32 row/32 column configuration. The equalizer
coefficients are obtained assuming perfect channel knowledge.
In our simulations, we also provide the matched filter bound
(MFB) curves.

In Fig. 3, the BER of both OFDM and SCCP appears to be
exaclty the same, in accordance to the results obtained in [4].
However, the BLERs, not shown in [2] and [4], are different.
This is not completely unexpected since the received signal
has different forms of interference: intersymbol interference
for the SCCP and subcarriers suffering from flat-fading for
the OFDM. In the latter, the recovery of the information
transmitted in the faded subcarriers relies exclusively on the
redundancy provided by the code. If the interleaver does not
distribute the redundancy by taking into account the channel

coherence bandwidth, the system may suffer a considerable
performance loss. On the other hand, the SCCP may not have
such dependency on the interleaver since it will only break the
noise correlation caused by the equalizer. In order to assess the
role of the interleaver, we change its number of rows/columns.
The results shown in Fig. 4 confirm our previous assumption
that the OFDM is indeed more affected by the the interleaver
than the SCCP with a linear equalizer.

We next analyze the robustness of the techniques for fixed
Eb/No values. In order to do so, we return to the original
interleaver configuration (32 rows/columns) and, for each
channel realization, we normalize its power, since we are only
interested in how each system behaves for the ensemble of
three-tap channels for a fixed Eb/No. The channel’s transfer
function in this scenario is

H(z) =
h0 + h1z

−2 + h2z
−3

√
|h0|2 + |h1|2 + |h2|2

(11)

The results are indicated in figure 5. In this case, the SCCP
presents a better performance than the OFDM for Eb/No

values larger than 4 dB. This result shows a hidden behavior,
not shown in Fig. 3, where both BERs are the same. This can
be explained by the fact that, in the non fixed Eb/No scenario,
the BER performance accounts the Eb/No variations around
the mean Eb/No simulated values, which includes the regions
where the OFDM is better than the SCCP and vice-versa.

As can be inferred from Fig. 6, the interleaver also plays an
important role in this case. It shows again that an interleaver
with 8 rows represents a more favorable configuration to
the OFDM system for the proposed channel. Applying this
structure, the error rate curves are those presented in Fig.
7. If the OFDM is implemented with a suitable interleaver,
its performance is equivalent to the SCCP in this case. But,
nonetheless, we still remark a large sensitivity to the inter-
leaver choice.
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Fig. 3. Performance comparison for a three-path Rayleigh block fading
channel with uniform power profile and [133 171]octal convolutional code.
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Fig. 4. Impact of the interleaver configuration on the system perfor-
mance for a three-path Rayleigh fading channel with uniform power profile,
[133 171]octal convolutional code, Eb/No=12dB. Interleaver matrix with m
rows.
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Fig. 5. Performance comparison for a three-path Rayleigh block fading nor-
malized channel with uniform power profile and [133 171]octal convolutional
code.

We also compared the SCCP with the OFDM in four other
scenarios: larger delays, richer multipath diversity, higher-
order modulation and static channel with spectral null.

A. Larger Delays

In this situation, the channel is still described by a three-
path Rayleigh channel with uniform power profile, but the
delays among the paths are different. These channels present
the following transfer function

HL(z) = h0 + h1z
−L + h2z

−2L (12)

The fluctuations in the frequency-domain are more severe
with larger L values. In particular, if L divides N , the relation
expressed below is satisfied:
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Fig. 6. Impact of the interleaver configuration on the system performance for
a three-path Rayleigh block fading normalized channel with uniform power
profile, [133 171]octal convolutional code, Eb/No=8 dB. Interleaver matrix
with m rows.

HL(k) = H(kL mod (N)) (13)

which means that the channel periodicity has changed in the
frequency-domain. Therefore, to achieve an equivalent channel
configuration in the receiver, the interleaver parameters should
be modified in order to compensate the relation depicted in
eq.(13). In accordance to the interleaving rule indicated in
eq.(9), the row numbers should satisfy the following relation:

mL = Lm (14)

This relation can be confirmed with the simulation results
presented in Fig. 8.
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Fig. 7. Performance comparison for a three-path Rayleigh block fading nor-
malized channel with uniform power profile and [133 171]octal convolutional
code. For the OFDM, a 8 row/128 column interleaver was used and for the
SCCP a 32 row/32 column interleaver was chosen.
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Fig. 8. Interleaver impact on system performance as a function of the
channel delay for a three-path Rayleigh channel with uniform power profile,
Eb/No=12dB.

From this results, we emphasize that even if an interleaver
is suitable for a channel configuration, changes in its delay
lead to considerable changes in that interleaver response.

B. Richer Multipath Diversity

In this case, we analyzed the system robustness when the
channel’s transfer function can be expressed as

H(z) =
L−1∑

k=0

hkz−k (15)

As in the other cases, the coefficients hk are Rayleigh
variables with zero mean and unitary variance.

The results depicted in Fig. 9 indicate the BER for all
possible interleaver configuration as a function of the channel’s
diversity. It is possible to confirm the SCCP robustness almost
regardless of the interleaver configuration. On the other hand,
the performance of the OFDM varies widely, with some
interleaver setups providing unacceptable BER values.

C. Higher-Order Modulation

We now obtain the performance of OFDM and SCCP for
different interleaver configurations, using again the channel
described by eq.(10), but now for 16-QAM modulation. Such
results are presented in Fig. 10.

The sensitiveness to the interleaver parameters of both
OFDM and SCCP are similar to the case with QPSK mod-
ulation. However, the OFDM modulation can achieve a far
superior performance when compared to the SCCP with linear
equalization. This performance difference is also shown in [2].
The same reference shows that the Decision-Feedback Equal-
izer (DFE) with perfect feedback can bridge the performance
gap between the SCCP and OFDM. In order to show this,
we present in Fig. 11 the BER and BLER of the OFDM and
SCCP with DFE and linear equalization as a function of the
Eb/No.
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Fig. 9. Interleaver impact on system performance as a function of the
channel diversity for a three-path Rayleigh channel with uniform power
profile, Eb/No=12dB.
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Fig. 10. Impact of the interleaver configuration on the system performance
for a three-path Rayleigh , [133 171]octal convolutional code, Eb/No=16dB
and 16-QAM modulation. Interleaver matrix with m rows.

D. Static Channel with Spectral Null

We will analyze the system behavior when submitted to a
static highly frequency selective channel. We have chosen a
channel with three taps and a spectral null:

H(z) = 0.415 + 0.807z−1 + 0.415z−2 (16)

In this kind of situation, linear equalization does not provide
good results. For this reason, we have also analyzed the system
performing the equalization with a DFE, which is notorious
for its good performance under highly frequency selective
channels.

In order to avoid the error propagation phenomenon, we use
the joint DFE with channel decoding described in [10]. The
code used in this simulation is the [15 17]octal, but we also
show the performance of the OFDM with the [133 171]octal

for comparison reasons. The interleaver configuration was
optimized for each technique.
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Fig. 11. Performance comparison, three-path Rayleigh channel with uniform
power profile, 16-QAM modulation, convutional code [133 171]octal.

The results depicted in Fig.12 show that the OFDM, as
well as the SCCP with linear equalization, leads to a BER
much worse than the bound provided by the matched filter.
The SCCP implemented with the joint DFE and decoder has
a much superior performance. Even if we take into account
the feedback error propagation inherent to DFE equalizers.
Comparing the DFE with the OFDM, the performance gain is
close to 3dB. When compared to the perfect DFE, we have a
performance gain of about 4dB.
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Fig. 12. Performance comparison, fixed channel with spectral null, convo-
lutional code [15 17]octal. Best interleaver configuration 8 row/128 columns
for the OFDM and 32 row/32 columns for SCCP.

IV. CONCLUSION AND PERSPECTIVES

In this paper we compare the OFDM and the SCCP per-
formance in different contexts. We show that the OFDM is
highly sensitive to the interleaver configuration, which can be
translated as a lack of robustness. However, if well configured
it can exploit the channel diversity and provide an equal

or superior performance when compared to the SCCP with
linear equalization. We also show that the SCCP drawbacks
for higher order modulation can be compensated by the use
of DFE equalization. It is worth noting that this approach
can provide huge performance gains in comparison to OFDM
when the channel presents spectral nulls.

Due to such results and the performance gap of the OFDM
with regard to the MFB, we are confident that a SCCP with
turbo-equalization can lead to even superior performance. This
case will be studied in future works.

REFERENCES

[1] H. Sari, G. Karam, and I. Jeanclaude, “Transmission techniques for
digital terrestrial TV broadcasting,” IEEE Communications Magazine,
vol. 33, no. 2, pp. 100–109, Feb. 1995.

[2] D. Falconer, S. L. Ariyavisitakul, A. Benjamin-Seeyar, and B. Edison,
“Frequency domain equalization for single-cairrier broadband wireless
systems,” IEEE Communications Magazine, vol. 40, pp. 58–66, April
2002.

[3] Yuan-Pei Lin and See-May Phoong, “Mmse ofdm and prefixed single
carrier systems: Ber analysis,” Acoustics, Speech, and Signal Processing,
2003. Proceedings. (ICASSP ’03). 2003 IEEE International Conference
on, vol. 4, pp. IV–229–32 vol.4, April 2003.

[4] V. Aue, G. P. Fettweis, and R. Valenzuela, “A comparison of the
performance of linearly equalized single carrier and coded ’ofdm’ over
frequency selective fading channels using the random coding technique,”
in Proc. Int. Conf. Communications (ICC), Atlanta, 1998, vol. 2, pp.
753–757.

[5] S.K. Wilson and J.M. Cioffi, “A comparison of a single-carrier
system using a dfe and a coded ofdm system in a broadcast rayleigh-
fading channel,” Information Theory, 1995. Proceedings., 1995 IEEE
International Symposium on, pp. 335–, Sep 1995.

[6] Zhiqiang Liu, “Maximum diversity in single-carrier frequency-domain
equalization,” Information Theory, IEEE Transactions on, vol. 51, no.
8, pp. 2937–2940, Aug. 2005.

[7] J. Tubbax, L. V. der Perre, M Engels, H. De Man, and M. Moonen,
“Ofdm versus single carrier: A realistic multi-antenna comparison,”
EURASIP Journal on Applied Signal Processing, vol. 2004, no. 9, pp.
1275–1287, 2004.

[8] Yuan-Pei Lin and See-May Phoong, “Minimum redundancy for isi free
fir filterbank transceivers,” Signal Processing, IEEE Transactions on,
vol. 50, no. 4, pp. 842–853, Apr 2002.

[9] G. Caire, G. Taricco, and E. Biglieri, “Bit-interleaved coded modula-
tion,” Information Theory, IEEE Transactions on, vol. 44, no. 3, pp.
927–946, May 1998.

[10] C.M. Panazio and J.M.T. Romano, “Performance of joint space-time
equalization and decoding techniques for wireless systems,” Interna-
tional Telecommunications Symposium - ITS, 09 2002.

140 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



 
 

Joint Channel Estimation and Frequency 
Synchronization in MIMO-OFDM Systems 

 
Abstract—MIMO-OFDM (multiple input multiple output 

- orthogonal frequency division multiplexing), a new 
wireless broadband technology has gained great 
popularity for its capability of high rate transmission and 
its robust ness against multi-path fading and other channel 
impairments. A major challenge to MIMO-OFDM systems 
is how to obtain the channel state information accurately 
and promptly for coherent detection of information 
symbols and channel synchronization. This paper presents 
a modified procedure for joint channel and CFO 
parameters estimation in MIMO-OFDM systems that can 
provide an acceptable effectiveness and simplify the 
calculating process. 

Index Terms— MIMO-OFDM, training sequence, pilot-
tones, frequency synchronization, channel estimation  

I. INTRODUCTION 
The Multiple-Input-Multiple-Output (MIMO) technique, as 

one of the promising technologies in modern communications, 
can increase the capacity of wireless systems by deploying 
multiple antennas at both transmitter and receiver sides in a 
rich scattering environment. Using the MIMO technique 
combined with the Orthogonal Frequency Division 
Multiplexing (OFDM) can allow improving the spectral 
efficiency, the coverage, and link reliability of the 
communication systems [1][2][3]. 

However, the theoretical benefits of MIMO-OFDM may 
not be fully achieved. On the one hand, unlike their single-
carrier counterparts, multi-carrier transmissions are extremely 
sensitive to carrier frequency offsets (CFO’s) caused by time 

and frequency selective wireless transmission channels, 
transceiver front-end imperfections, mobility and rich 
scattering environment, Doppler spread, etc. The CFO 
estimation and correction problems for OFDM systems have 
been mentioned by many authors [4][5]. On the other hand, 
the problem of propagation channel estimation is extremely 
important for a MIMO system. A good channel estimation 
algorithm can help recover the information emitted by the 
transmitter with a high accuracy resulting in high reliability of 
the whole system. For MIMO-OFDM, this problem must be 
solved together with CFO estimation.  

In this paper, an algorithm for joint channel and CFO 
estimation in MIMO-OFDM systems that can provide an 
acceptable effectiveness and simplify the calculating process 
is proposed. The paper is further organized as follows. In 
Section II the authors introduce the pilot-based channel 
estimation algorithms, propose a modified training sequence 
for the block-type pilot algorithm and modified pilot tones for 
the comp-type pilot algorithm to use in a procedure for joint 
channel and CFO estimation. The simulation results are 
presented and discussed in Section III followed by 
conclusions in the final Section. 

II. JOINT CHANNEL ESTIMATION BASED ON PILOT AND CARRIER 
FREQUENCY OFFSETS (CFO) ESTIMATION FOR MIMO-OFDM 

SYSTEMS 
There are many methods for MIMO channel estimation that 

can be divided into two groups: estimation based on pilot and 
blind estimation [1][2]. In this paper we focus on the first 
group – channel estimation based on pilot. 
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One of the most critical parts of channel estimation based 
on pilot is how to design pilot symbol which will be agreed 
with two sides of the transmission [2][3]. Basically, pilot tones 
can be inserted either into all of the sub-carriers of OFDM 
blocks periodically or a subset of sub-carriers of each OFDM 
block. To simplify the mathematics analysis, we suppose 
applying Cyclic Prefix (CP)-OFDM and the length of CP is 
longer than the maximum propagation delay of all 
transmission paths from the transmit antenna to the receive 
antenna. After applying FFT, the demodulated pY [n,i]  of the 

n-th subcarrier and the i-th OFDM symbol of the p-th receiver 
antenna is: 

TN

p p,q P q
p 1

Y [n, i] H [n,i]S [n,i] V [n,i]
=

= +∑     (1) 

The channel coefficients are unchanged over the duration of 
one OFDM symbol, so we can remove the index i: 

TN

p p,q P q
p 1

Y [n] H [n]S [n] V [n]
=

= +∑       (2) 

Figure 1 shows the data diagram of channel estimation with 
block-type pilot. 
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Figure 1. Channel Estimation with Block -Type Pilot 
 
Let us consider the signal model in this case. The 

demodulated symbol vector and the additive noise vector 
corresponding to the q-th receive antenna are defined as 
follows: 

T
q q q qY (m) [Y [m,0], Y [m,1], ,Y [m,N-1]]=

ur
L  

T
q q q qV (m) [V [m,0], V [m,1], ,V [m,N-1]]=

ur
L    (3) 

The channel coefficients of the transmission paths from all 
transmit antenna to the q-th receive antenna are combined to 
an T(N .N) 1× vector: 

T

T
q 0,q 1,q N 1,qH H H H −⎡ ⎤= ⎣ ⎦

ur ur ur ur
L        (4) 

where 
T

p,q p,q p,q p,qH H (0) H (1) H (N 1)⎡ ⎤= −⎣ ⎦
ur

L  is the 

frequency domain channel response of the p-th transmit 
antenna and q-th receive antenna. 

The transmit symbol are combined to an 
TN (N .N)× matrix: 

{ } { } { }T0 1 N 1X diag X diag X diag X −⎡ ⎤= ⎣ ⎦
ur ur ur

L  (5) 

Finally the transmit symbol can be written as: 
q q qY XH V= +

ur ur ur
            (6) 

The relationship between the time domain channel response 
is given by: 

T
p,q p,q p,q p,qh h (0) h (1) h (L 1)⎡ ⎤= −⎣ ⎦
r

L   (7) 

and the frequency domain channel response p,qH
ur

 can be 
described by: 

p,q p,qLH F h=
ur r

             (8) 
where FL is a matrix consisting of the first L columns of NxN 
FFT matrix. 

The demodulated signal can be written as: 
q q qY Qh V= +

ur r uur
            (9) 

where ( )T1 2 NL L LQ diag(X )F diag(X )F diag(X )F=
ur ur ur

L  

and  ( )T

T

q 1,q 2,q N ,qh h h h=
r r r r

L  

The estimated time domain channel response vector can be 
obtained by LS estimator: 

H 1 H
q qh (Q Q) Q Y−=
r ur

          (10) 
Here, the training sequence is needed to be chosen so that 
HQ Q  is a diagonable matrix, FL is a matrix consisting of the 

first L columns of NxN FFT matrix. The training sequence is 
proposed by the authors as follows: 

T

2j (i 1)k
N

i 1X [n, k] X [n,k]e
π

− −

=        (11) 
where NT is the number of transmit antennas.  

Another pilot to be considered is comp-type, the data 
diagram of channel estimation with that is shown in Figure 2. 

Training sequence

Data symbol

n

k
Subcarrier number

OFDM block number

Transmission direction

1 1
2

K

2

K

..............................

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

Figure 2. Channel Estimation with Comp -Type Pilot 
 
NP known pilot sub-carriers are periodically multiplexed 

into the N sub-carriers. The spacing between two adjacent  
pilots  is f PD N / N= ⎢ ⎥⎣ ⎦ . Here, we define a subset of the 
transmitted signals containing only pilot symbols from TX i to 
be Xpi[n, k]. The received pilot sequence can be expressed as: 

P P P PY (n) X (n)H (n) W (n)= +       (12) 
where 
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X (n) diag X n,0 X n,1 X n, N 1
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×

×
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×

= − ∈
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⎡ ⎤= ∈⎣ ⎦
= − ∈
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L �

L �

L �

                    (12) 
In our discussion, the pilot tones are assumed to stay in the 

first sub-carriers over every Df sub-carriers. For the sake of 
the pilot extraction, we define a sampling vector D with the 
length of Df  

( )
fD

D 1 0 0= L
1442443

           (13) 

Then for each transmit antenna, the down sampling matrix 
Dspl with the size of Np×K can be built by: 

P

spl

N

D diag(D D D)= L
1442443

        (14) 

Finally, we get the T P TN N N N×  down sampling matrix, in 
another word, pilot extraction matrix S as: 

T

spl spl spl

N

S diag(D D D )= L
144424443

      (15)  

Therefore, the channel transfer function on pilot tones Hp 
can be extracted by: 

PH SH=                (16) 
In this case, the pilot tones must be chosen so that the 

matrix H
P PX X  is diagonable. We propose the following pilot 

tones: 

{ } { }T

2j ik
NP

pi,k T T
T

EX e , i 1,2,..., N ,k 1,2,...,LN
LN

π
−

= ∀ ∈ ∈  (17) 

where L is length of the channel impulse response, EP is 
energy of a pilot tone. 

Now we will consider a MIMO-OFDM system with CFO, 
and implement the proposed training sequence (11) or the 
pilot tones (17) to perform channel estimation for that system. 
The block diagram of the MIMO-OFDM channel with CFO is 
shown in Figure 3. 

 
Figure 3. Block diagram of a MIMO-OFDM channel with CFO 

 
The signal model with CFO is given as follows: 

y(k) S (k)h(k) w(k)
γ

= +%          (18) 
where: 

( )TT T T
1 2 Nty(k) y (k) y (k) y (k)= L    (19) 

( )TT
r r r ry (k) y (k,0) y (k,1) y (k, N 1)= −L  is the received 

signal at the rth antenna. 
11 Nt1 N L N L

12 Nt 2N L N L

1Nr NtNrN L N L

S (k) S (k) 0 0

S (k) 0 S (k) S (k) 0

0 0 S (k) S (k)

γ γ

× ×

γ γ γ

× ×

γ γ

× ×

⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

% %L L L

% % %M L M

% %L L L

 

                    (20) 
pq tot2 (kN GI)

j
Npq ppqS e D( )S (k)

πε +
γ
= ε% % , pqε is the carrier frequency 

offsset of the pth transmitted antenna and the qth received 
antenna. 

p p p

p

p p

p p p

s (k,0) s (k, N 1) s (k, N L 1)
s (k,0)

s (k,0)S (k)

s (k, N) s (k, N 2) s (k, N L 2)

− − +⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎜ ⎟− − +⎝ ⎠

% O  

                    (21) 
CFO’s of an OFDM system can be estimated by using 

Maximum Likehood (MLK) or Extended Kalman Filter (EKF) 
method. For joint channel and CFO estimation using EKF 
method, we introduce the state-vector: 

( )T Tz(k) h (k) (k)= γ            (22) 

where 

( )TT T T T
11 Nt1 1Nr NtNrh(k) h (k) h (k) h (k) h (k)= L L L  

[ ]11 21 Nt1 NtNr(k) f , f , , f , , fγ = L L  
There are NtNrL channel taps and NtNr frequency offset 

values in the state vector of  dimension NtNr(L 1) 1+ × . Then 
the linear state equation may be writen as follows: 

zz(k) A z(k 1) v(k)= − +          (23) 
State-spatial model is given by: 

 zz(k) A z(k 1) v(k)
y(k) g(z(k)) w(k)

= − +
= +

         (24) 

where the nonlinear function 
T R RN N (L 1) N Ng : C+ ⎯⎯→�  is 

defined as 
g: z(k) g(z(k)) S (k)h(k)

γ
⎯⎯→ = %      (25) 

The nonlinearity of the measurement equation 
y(k) S (k)h(k) w(k)

γ
= +%  is caussed by CFO’s. Then we apply 

EKF method for estimation the state variable z(k). The 
Extended Kalman filter equation is given by: 

( k|k 1) ( k|k 1) ( k|k 1)

( k|k 1)

(k|k 1) z (k 1|k 1)

T
(k|k 1) z (k 1|k 1) z v

1
H H

(k) (k|k 1) z z (k|k 1) z w

(k|k) NtNr(L 1) (k) z (k|k 1)

(k|k ) (k|k 1) (k) (k|k 1)

z A z

P A P A Q

K P G G P G R

P I K G P

z z K y(k) g(z )

− − −

−

− − −

− − −

−

− −

+ −

− −

=

= +

⎡ ⎤= +⎣ ⎦
⎡ ⎤= −⎣ ⎦

⎡ ⎤= + −⎣ ⎦

  (26) 

where z(k)G  is the Jacobian matrix: 
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z(k) T T T
z z(k) z z(k) z z(k) N N N N (L 1)

g g gG
z h= = = × +

⎡ ⎤∂ ∂ ∂⎢ ⎥=
∂ ∂ ∂γ⎢ ⎥⎣ ⎦

� (27

) 
The block diagram of the channel and CFO 

estimation using EKF can be seen in Figure 4. 

 
Figure 4. Channel and CFO estimation using EKF 

 
Now we consider the schema of transmitted data structure 

with the proposed training sequence and CFO estimation 
using MLK method given in Figure 5. 

Part I

Conjugate ε

Part II

Frequency Offset

Repeated Training Sequence

 
Figure 5. Transmitted data structure using MLK method 

 
Suppose, that all the CFOs are equal values ε, then the 

received signal model is: 
Nt L

j2 n / N
r

t 1 l 0

y (n) h(l)s(n l)e πε

= =

= −∑∑  

Nt L
j2 (n N)/ N

r
t 1 l 0

y (n N) h(l)s(n l)e πε +

= =

+ = −∑∑    (28) 

The initial CFO is given by: 
N 1

r
rt

n 0 r

y (n N)1f angle
2 y (n)

−

=

⎛ ⎞+
= ε = ⎜ ⎟π ⎝ ⎠

∑
     (29) 

Modifying the received signal after estimation CFOs, we 
obtain: 

' j2 n / N
r ry (n) y (n)e− πε=  
r rY FFT(y (0,1,..., N 1))= −  

Applying LS estimation, the initial channel coefficients are 
obtained as follows: 

H 1 H
r rh (Q Q) Q Y−=            (30) 

The proposed training sequence and pilot tones are proved 
to simplify the matrix calculations in the estimation process 
compared to the ones given by the previous publications [4].  

III. SIMULATION RESULTS AND DISCUSSIONS 
In Figure 6, the symbol error rate (SER) versus SNR can be 

seen obtained by using the block-type pilot channel estimation 

and MLK CFO estimation for the 2×2 MIMO channel (2 
transmit and 2 receive antennas) with different CFO’s in 
different paths. The input parameters for the simulation are 
FFT size = 80, number of OFDM symbols = 30. Here, CFO 
error = 0.01 means CFO = 0.02, 0.01, 0.01, 0.02; CFO error = 
0.02 means CFO = 0.03, 0.01, 0.01, 0.03 and CFO error = 0 
means CFO = 0.02, 0.02, 0.02, 0.02. It is obvious, that 
increasing CFO error leads to worse performance. 

The Maximum Likehood (MLK) method is good for small 
CFO’s, but is less effective for large CFO’s. In that case, the 
Extended Kalman Filter (EKF) method can be used.  

Figures 7a) and 7b) show the MSE of CFO’s estimated by 
the EKF method with 3 loops and symbol error rate (SER) 
versus SNR of a 2×2 MIMO system for various numbers of 
preamble OFDM symbols (N_pre). The channel parameters 
were estimated by the comp-type pilot with the proposed pilot 
tones (4). For the simulation, the following input parameters 
were used: Modulation type: QPSK, FFT size = 80, sample 
duration = 50×10-9 s, Doppler frequency = 50Hz, number of 
OFDM symbols = 10. Normalized frequency offsets CFO’s 
for different paths of the 2×2 MIMO system are 0.03, 0.08, 
0.07, 0.04. It can be seen, that the error of CFO estimation 
increases when N_pre is reduced. Besides, we can evaluate 
and compare these characteristics with various numbers of 
OFDM symbols, or various modulation types as well as pilot 
types for the channel estimation. It is noted, that the estimated 
system performance would be better if channel coding were 
included in all simulation results.  

 

 
Figure 6. SER vs. SNR for channel and CFO estimation using MLK method 
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Figure 7a).  MSE of estimated CFO’s vs. SNR for various numbers of 

preamble OFDM symbols 

 
Figure 7b).  SER vs. SNR for various numbers of preamble OFDM symbols 

 

IV. CONCLUSIONS 
This paper has presented some procedures of joint channel 

and carrier frequency offset estimation for MIMO-OFDM 
systems, where the proposed training sequence (11) or the 
pilot tones (17) can be used to simplify the channel estimation 
calculating process. Some results have been obtained and 
analyzed such as the symbol error rate (SER) versus SNR, 
MSE of CFO’s estimated by the Maximum Likehood MLK or 
the Extended Kalman Filter (EKF) method.  
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A Semi-Blind Concurrent Algorithm with Scattered 
Pilot Tones for OFDM Equalization 

 

Abstract — This paper presents a concurrent algorithm with 
semi-blind frequency-domain equalization (post FFT) in OFDM 
systems. The objective is to allow the OFDM system design with 
increased data throughput and without performance loss, when 
compared with pilot tone based on conventional channel 
estimation techniques. This work exploits the concurrent 
equalization concept of the CMA+SDD to develop an efficient 
post-FFT bank of equalizers. The algorithm can be considered 
semi-blind because it uses channel information, obtained from 
scattered pilot tones, to initialize and to supervise the bank of 
equalizers when pilots are present, otherwise remaining blind 
during the equalization process. In order to support such 
concurrent equalization, the system should provide scattered 
pilot tones only in the first symbol of each OFDM super-frame, 
allowing algorithm initialization when the receiver is turned on. 
In the remaining super-frame symbols, scattered pilot tones are 
suppressed to increase the overall system throughput.  

Index Terms — Concurrent Algorithm, OFDM Systems, Semi-
Blind Equalization, Soft Decision-Directed. 

I. INTRODUCTION 
Concurrent equalization is an efficient technique that 

combines the CMA - Constant Modulus Algorithm [1] with 
blind deconvolution algorithms which use a decision scheme 
based on the constellation symbols, such as the DD - Decision 
Direct [2] or the SDD - Soft Decision Direct [3]. The concept 
of concurrent equalizer was introduced by De Castro et al [2] 
in 2001. Subsequent works that followed the original concept 
have focused on some important aspects of the algorithm, such 
as low error floor, phase recovery (mod π/2) and fast 
convergence. One of the most important has been carried out 
by Chen [3] who proposed a CMA+SDD concurrent equalizer 
with about the same complexity of the original CMA+DD 
scheme, but with a still faster convergence. Other derivations 
and applications of the concurrent equalizer can also be found 
in [4], [5], [6] and [7]. 
Considering the application of the concurrent equalizer to  
OFDM systems, this paper uses the CMA+SDD algorithm [3] 

in an equalizer bank with a one-tap equalizer for each 
subcarrier. The equalizer bank is used to correct the phase and 
amplitude degradations of each subcarrier in an OFDM link. 
These degradations are known as intra-symbol interference 
and contribute to increase the bit error rate. The objective is to 
increase the data throughput, exploiting the blindness feature 
of the concurrent equalizer, without compromising the system 
performance in terms of BER versus SNR. In fact, the      
objective is also to increase such performance when compared 
with conventional techniques which estimate the channel 
response using pilot subcarrier and interpolation.  

The traditional OFDM systems are conceived to offer two 
types of protection against the degradations caused by the 
communication channel response. The first protection is to 
insert a cyclic prefix in each OFDM symbol in the time 
domain, with the purpose of preventing inter-symbol 
interference (ISI). The second protection is obtained by 
inserting pilot tones in the frequency domain, which are used 
in the channel estimation processes or equalization techniques 
to compensate for amplitude attenuations and phase rotations 
in each subcarrier. 

This paper is organized to present in Section II the proposed 
algorithm, to analyze in Section III the system throughput and 
the simulation results and, finally, to present in Section IV the 
conclusions of the study. 

II. SEMI-BLIND CONCURRENT EQUALIZER 

A. CMA+SDD Concurrent Equalizer 

Concurrent equalization was originally designed for single-
carrier transmission model with QAM modulation. Such 
equalizers are fractionally sampled to be able to operate with 
non-minimum phase channels [8]. The equations developed by 
Chen [3], are characterized by the adaptation of two 
independent FIR filters. However, it is possible to show that 
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the same algorithm can be realized as only one FIR filter 
concurrently adapted by the CMA and SDD algorithms, as 
shown in Fig. 1 and by the following equations 

 

 

 

 

(1)

The compact (single filter) version of the concurrent 
algorithm shown in (1) was developed and adopted in this 
work for saving memory and operations 

B. Concurrent Equalization Applied to OFDM Systems 
The initial proposal was to design, in the frequency domain, 

a concurrent blind equalization algorithm which should be 
capable of regenerating the amplitude and phase information 
of each subcarrier, without using pilots. The resulting OFDM 
receiver, illustrated in Fig. 2, was conceived to use a non-
fractional frequency-domain version of (1) with an equalizer 
bank using only one coefficient per subcarrier. This algorithm 
is based on the concurrent technique with soft decision [3], 
where the symbols are equalized according to a MAP – 
Maximum a Posteriori - criterion [3]. 

The equalization model in Fig. 2 assumes that for OFDM 
systems the communication channel can be represented by  
parallel and orthogonal narrow-band channels, without mutual 
interference among them. For each subcarrier the channel can 
then be considered flat, which means that the corresponding 
bandwidth is much smaller than the channel coherence 
bandwidth. In this article  is the coefficient vector 

 representing the equalizer bank at the symbol 
instant , where  is the subcarrier index of the equalizer. The 
total number of subcarriers is . The vectors collecting the 
equalizer-bank inputs and outputs are represented respectively 
by  and . Notice in Fig. 2 that the equalizer output 
is given by 

 for . (2)

The CMA+SDD concurrent adaptation in (1) was applied to 
the equalizer bank  with modifications, since we     
observed that the concurrent equalization was not capable of  
driving to zero some of the carrier phase rotations greater than 
45°. In the scenario in which a few subcarriers are rotated by 
more than 45°, the recovered constellations, in such 
subcarriers, present rotation multiples of 90º after full 
equalizer convergence. This result was expected because the 
phase recovery is obtained by direct decisions over a square 
constellation.  
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Fig. 3. Constellation from all subcarriers transmitting the same symbol 7+ 7i. 
 

Unfortunately, such scenario is very common in OFDM 
systems. For example, consider the transmission of a symbol 7 
+ 7i in all subcarriers through the ITU Brazil-A channel   
profile [9]. In Fig. 3 we illustrate the composition of the 
received signals from all subcarriers, normalized in amplitude. 
Observe that the signal phase can vary widely throughout the 
subcarriers and some of them present rotations larger than 45º. 
In such scenario wrong phase recovery in even a few 
subcarriers can substantially degrade the overall BER 
performance of the system. It may be argued that sync-words, 
differential encoding and other countermeasures could be 
applied to individual subcarriers to resolve 90º ambiguities in 
phase rotations, but we are avoiding the use of these 
techniques in favor of power efficiency.   

A proposed solution to deal with such high phase rotation in 

h(n) w(n)2 2
y(2n)s(2 n)
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Fig. 1. Baseband communication model for the single filter concurrent 

version. 
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Fig. 2. Baseband communication model of the OFDM system with equalizer 

bank . 
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OFDM systems consists in initializing the equalizer bank with 
an initial channel estimate. This solution impacts the system if, 
for example, scattered pilot tones are inserted to allow channel 
estimation at the receiver. However, in the present case the 
system can use pilot symbols with a much lower rate than the 
traditional OFDM equalizers, reducing the impact on the 
overall throughput. As shown in Fig. 4, our proposal is to use 
scattered pilot tones only in the first symbol of each super-
frame. Moreover, in the first symbol the pilots are interlaced 
with data subcarriers with the purpose of increasing the overall 
throughput. In this case, channel frequency response 
estimation over data subcarriers are obtained by interpolation 
when the corresponding equalizers are initialized. 

In this work, immediately after the equalizer bank is 
initialized, the CMA+SDD algorithm operates blindly over 
such equalizer bank when scatter pilots are not available in the 
OFDM symbol. However, when scatter pilots are present, the 
concurrent algorithm switches to an LMS-like algorithm as 
described in Table I. Scattered pilots tones are repeatedly 
inserted in each first symbol of the super-frame. Such strategy 
is necessary to start the equalizer when the receiver is turned 
on or when the equalization is lost.  

The channel estimate used to initialize the equalizer bank, 
considering pilot and data subcarriers, is given by  

 

(3)

where  is the transmitted pilot associated with the k-th 
subcarrier;  is the corresponding received pilot; and 

 is the initial value of the k-th one-tap equalizer of the 
equalizer bank. For k corresponding to data subcarriers, it is 
necessary to interpolate the estimate obtained from the 
neighboring pilot tones. 

Another important aspect that appears in the application of 
the concurrent algorithm for equalization in OFDM systems, 
besides the aspect of phase recovery, is the possibility of 
antagonistic forces in the CMA and the SDD. This can occur 
when a subcarrier is highly attenuated by the channel. 
Empirically, we have observed that for attenuations greater 
than 20 dB, the SDD adaptation degrade the CMA 
performance. Fortunately, the same initialization solution 
adopted for the problem of phase ambiguity can also solve the 
problem of antagonistic forces in the concurrency process 
involving the CMA and the SDD. In fact, initializing the 
equalizer taps from the channel estimate can provide a 
favorable initial condition for the equalization. 

Table I summarizes the concurrent algorithm for use with 
OFDM systems with the modifications suggested in this 

article. It is important to emphasize that in the simulations we 
have used a CMA and SDD version normalized by the average 
power of the input signal, as in the normalized LMS. The 
power normalization factor was omitted from Table I for 
simplicity. The parameters used in the simulations were 

,  and . 
 
 
 
 
 
 
 

TABLE I  
CONCURRENT EQUALIZATION ALGORITHM FOR OFDM SYSTEMS1. 

Initialize each equalizer k:  

, 

where interp(·) is the same function used in (3).  

Calculate the output for each subcarrier k: 

 

For each data subcarrier k, adapt the coefficients using the  CMA 
and SDD: 

CMA: 

 

 

 

SDD[3]: 

 

 

 

 

1. The algorithm presented here is the semi-blind concurrent. In this case the 
algorithm switches to an LMS-like for both pilot and data subcarriers in the 
first symbol of each super-frame. In the pilot tone, the error is calculated 
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III. PERFORMANCE EVALUATION 
We evaluate the performance of the semi-blind concurrent 
algorithm by using the usual comparative analyses of  
versus . The results used as references are obtained 
under the assumption of known channel and of channel 
estimation with pilot-based linear interpolation scheme. The 
known-channel estimation uses the channel knowledge on all 
subcarriers , with , to adjust the channel 
amplitude and phase response for each subcarrier by a factor 
of  Knowing the channel response is obviously the 
ideal scenario and represents a lower bound on BER 
performance, as well as an upper bound   on   throughput,  for 
the proposed concurrent algorithm. On the other hand, pilot-
based channel estimation with linear interpolation will be 
considered here as an upper bound on BER performance. This 
assumption is reasonable since linear interpolation is used to 
initialize the equalizer bank and the concurrent adaptation 
process is probably going to improve such initial estimate. 
However, it does not mean that the linear interpolation 
receiver used here only estimate the channel once, when the 
receiver is turned on. In fact, a new estimate is carried out for 
every received OFDM symbol and no average is taken over 
the OFDM channel estimates. 

The simulation results were obtained for an OFDM system 
with 2048 subcarriers. OFDM symbols, including cyclic-
prefix, are sampled at 8.127 MHz which correspond to a 
sample time of   . To 
format the transmission spectrum, 158 null subcarriers are 
padded to 1890 data and pilot subcarriers, resulting in a total 
of 2048 subcarriers. Data subcarriers are modulated with 64-
QAM while pilots are modulated with BPSK. 

When the channel response is assumed to be known, the 
system model is configured to operate without pilot 
subcarriers, providing a system throughput , in bits/s, 
given by the inverse of  . 
For linear interpolation-based channel estimation, the system 
model is configured with one pilot added to every other 4 
subcarriers, resulting in 378 pilots and 1512 data subcarriers 
per OFDM symbol. In this case, the system throughput  

 is given by the inverse of  
. Considering the semi-

blind concurrent algorithm, scattered pilots tones are used only 

in the first symbol of each super-frame with the same 
configuration used in the linear interpolation. For the other 
symbols of the super-frame, all 1890 available subcarriers are 
used for data transmission. The super-frame contains 32 
symbols and the system throughput  is given by the 
weighted mean     

In this work, the algorithm was tested for values of cyclic 
prefix (CP) equal to 1/32 and 1/64. In Table III we summarize 
the values of system throughput for the receivers considered in 
this work. It is worth emphasizing that no channel encoding 
scheme was used since the objective was to only evaluate the 
equalization performance. Observe in Table II that the use of 
the concurrent algorithm increases data throughput by about 8 
Mbits/s when compared with the linear interpolation. 

The chosen cyclic prefixes of 1/32 and 1/64 were motivated 
by the channel profile used in the simulations. The objective 
was to test the concurrent equalizer bank in a scenario where 
cyclic prefix is just sufficient to avoid inter-symbol 
interference as well as in an adverse scenario with ISI. The 
channel profile used in all simulations is the ITU Brazil A [9], 

Scattered 
Pilots Tones

No Pilots Tones – Equalizer Concurrent Adaptation

1st Symbol 33th Symbol

Scattered 
Pilots Tones

OFDM Symbols OFDM Symbols

No Pilots Tones – Equalizer Concurrent Adaptation

 
Fig. 4. Use of Scattered Pilot Tones in super-frame for equalizer bank. 

TABLE III 
DATA THROUGHPUT IN MBITS/S FOR THE SIMULATED SYSTEMS 

Transmitter 
Parameter 

Known 
Channel Semi-Blind Concurrent Linear 

Interpolation 

CP = 1/32
CP = 1/64 

43.64 
44.31 

43.36 
44.03 

34.91 
35.45 

 
TABLE III 

ITU BRAZIL A CHANNEL PROFILE  

Coefficient 
ceil (Delay/Ts)+1

Delay (µs) Gain (dB) Phase (rad)

1 0.00 0.00 0.6000 

3 0.15 -13.8 3.4355 

20 2.22 -16.2 1.9839 

26 3.05 -14.9 4.2610 

49 5.86 -13.6 5.6254 

50 5.93 -16.4 0.0892 
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described in Table III. The ITU has standardized channel 
profiles as a function of delay and gain for multipath 
components. Phase information was randomly generated to 
simulate random antenna positioning in the receiver, but was 
kept constant in simulation traces. The channel was then 
digitized by rounding the delay profile to multiple values of 
the sample time Ts. In Table III we show only the nonzero 
coefficients of the digitized channel profile. 

The cyclic prefix duration in  considered here is given 
by . For  and , it leads to 
durations of  and , respectively. Therefore, 
as the maximum channel delay for Brazil A is about , 
then the  is enough to avoid ISI, while  
cannot prevent it, degrading system performance. In this work, 
the BER performance is evaluated for both scenarios.  

Simulation results were obtained for each point of  by 
the estimate of the mean  for BER in L=25 outcomes 
(simulation traces), as given by  The 
estimated variance  and the confidence interval are 
calculated by  

 

 

 

In the calculations,  is supposed to be normally 
distributed, which leads  to have a Student’s 
t-distribution with L-1 degrees of freedom. To obtain a 
confidence interval (CI) of 90%, the parameter c is given by 
the inverse of the Student’s cumulative distribution function 
evaluated for 0.95.  

The performance curves of   are plotted here 

with solid lines for the mean estimate of   and with dotted 
lines for the lower and upper bounds of the confidence interval 
CI (90%). 

In Fig. 5 we show the simulation results for the scenario 
with , which is sufficient to prevent ISI. The results 
for linear interpolation saturate near a BER of due to 
imprecision on channel estimates for data subcarriers. On the 
other hand, with the semi-blind concurrent no saturation was 
observed for BER. Such results follow the behavior of the 
known-channel result with a loss of about 2 dB for the semi-
blind concurrent in the evaluated points of . 
This was expected due to the partial supervision performed 
when the scattered pilot tones are available. 

The results obtained with , which is insufficient 
to avoid ISI, are presented in Fig. 6. In this scenario, inter-
carrier interference (ICI) is introduced due to orthogonality 
loss. The transmission model, which assumes that every 
subcarrier is independently attenuated and rotated by a single 
channel coefficient, is based on an assumption which is not 
strictly valid. However, the objective of this study is also to 
evaluate the algorithm robustness when the assumption of 
orthogonality is not valid. The semi-blind concurrent equalizer 
has shown results better than the linear interpolation used in 
the scenario with sufficient cyclic prefix. This means that the 
proposed semi-blind concurrent equalization is able to 
successfully improve the initial channel estimate and 
outperform the linear interpolation results. 

IV. FINAL COMMENTS 
Semi Blind Concurrent equalization was investigated in this 

work for operation with OFDM systems by exploiting 
specificities of such systems. The motivation was the low 
complexity, fast convergence, blindness property and phase-
recovery features of the CMA+SDD concurrent equalizer. In 
fact, the concurrent equalization is considered by some 
researchers as the state of the art in low-complexity blind 
equalization and, as we have shown, its application to OFDM 
systems can improve the overall throughput without 
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Fig. 5. Performance of BER versus  for the scenario with  
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compromising BER performance. 
We have shown that the blindness property of the 

concurrent equalizer can drastically reduce the number of pilot 
tones, but some adaptations to OFDM were necessary.  

The proposed semi-blind algorithm uses this information to 
supervise the equalizers in the first symbol of each super-
frame, when scattered pilot tones are available, switching to an 
LMS-like adaptation using both pilot and data subcarriers. 

Results have shown that in scenarios with sufficient sizes of 
cyclic prefix (CP), the system performance follows the known 
channel results with a loss of only 2 to 5 dB. However, when 
cyclic prefix is insufficient to prevent ISI, the BER 
performance saturates, but to a level better than the linear 
interpolation with sufficient cyclic prefix. 
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Abstract— This work investigates the performance of zero
correlation zone (ZCZ) codes in quasi-synchronous CDMA ad
hoc networks on multipath fading channels. One of the main
defiances of CDMA ad hoc networks is to eliminate the near-far
effects. This limitation can be minimized by using ZCZ codes
that mitigate the effects of the intersymbol and multiple access
interference in multipath channels. The performance analysis is
based on the evaluation the expected progress per hop.

Index Terms— ad hoc networks, quasi-synchronous CDMA,
ZCZ codes.

I. I NTRODUCTION

Ad hoc wireless network is a distributed system, in which
the mobile nodes can be freely and dynamically self-organized.
The source node may transmit to a destination node in a
straight path or by using intermediate nodes (multiple hops).
Ad hoc wireless network has to manage with the lack of
centralized control, the fast changes in the link characteristics,
and multiuser interferences. All users in an d hoc networks
interfere to each other in a manner that it is difficult to model
this multiple access scheme. Therefore, it is a challenge to
increase the low aggregate throughput of this type of network
[2].

Ad hoc networks using code division multiple access
(CDMA) have been researched in the past years. In [3], the
optimum transmission range in multihop DS-CDMA networks
over an AWGN channel was derived. In [4] and [5] the
authors considered fading and route diversity, respectively, in
the channel modeled in [3]. A classical solution to mitigate
multiple access interference (MAI) effects is to enforce equal
power to all received signals. Power control techniques canbe
found in [6].

The asynchronous nature of ad hoc networks results in
interference among users with different spreading codes. The
random time offsets among the signals produces MAI and
intersymbol interference (ISI). A way to mitigate MAI and ISI
is to make use of spreading sequences belonging to the class
of zero correlation zone (ZCZ) sequences. These sequences
present a window that off-peak autocorrelation and the cross-
correlation values are zero, and the degradation caused by

the non orthogonality of the signals can be reduced or even
eliminated.

The drawback of employing ZCZ codes as channelisation
codes is that the number of sequences with a specific length
and size of zero-correlation zone is low. Unfortunately, the
theoretical bounds shows that it is hard to obtain a large
number of ZCZ sequences while maintaining the size of or-
thogonal zone. In order to provide larger number of spreading
sequences, a possible solution is to construct several codes
sets, each one with the same correlation properties, but having
minimum crosscorrelation between any pair from different
ZCZ code sets.

This paper addresses the use of ZCZ spreading sequences
in Quasi-Synchronous (QS) CDMA ad hoc networks. To take
advantage of ZCZ sequences features, it is presumed a rough
synchronization to guarantee that the relative time off-set
among the codes is within the zero correlation zone. The
performance is evaluated in terms of expected progress per
hop, an usual measure of networks performance. Recently,
investigation of loosely synchronous codes (LS), a general-
ization of ZCZ codes, combined with large area (LA) codes
was made in [7]. The performance of ad hoc networks using
these large area synchronous (LAS) codes is accomplished in
rectilinear located nodes. The approach presented in this paper
takes into account that the nodes are located in an uniformly
circular distributed manner.

This paper is organized as follows. Section II presents the
construction of ZCZ codes. Section III introduces the adopted
system model. In section IV, a simulation-based comparison
between ZCZ codes and traditional spreading codes is realized,
in terms of expected progress per hop. Finally, conclusionsare
drawn in Section V.

II. ZCZ CODES GENERATION

Welch has shown that off-set autocorrelation and cross-
correlation of signals have non-zero simultaneously lower
bounds [8]. Moreover, small MAI leads to large ISI and vice-
versa [9]. Then, sequence set whose autocorrelation and cross-
correlation side lobes are zero for all time off-set, does not
exist.
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Zero correlation codes could be ideal candidates to mitigate
the multipath and the near-far effects, however there are a very
limited number of available codes with an useful interference
free window (IFW). Then, the capacity of the ad hoc CDMA
system using access IFW code is dimension limited.

Mutually orthogonal (MO) sequence sets can be used to
overcome this limitation. This procedure doubles the number
of ZCZ sequences. However, sequences from different sets do
not assert the correlation properties for nonzero off-set.

Mutually orthogonal ZCZ sequence sets can be recursively
constructed [10]. For a fixed IFW, it is possible to have
mutually orthogonal sets such that each set has the maximum
number of ZCZ sequences. The basis of mutually orthogonal
ZCZ sequence sets is as follows [11], [12].

Let ck denote the spreading code with chip time duration
Tc and code length equal toN , corresponding to userk, i.e.:

ck = [c(1)
, c

(2)
, ..., c

(N)]. (1)

A sequence exhibit IFW properties, with width given byZcz,
if it presents the following correlation characteristics [15]:

φj,k =
N−1
∑

i=0

c
(i)

j c
(i+τ)

k =











N, for τ = 0, j = k

0, for τ = 0, j 6= k

0, for 0 < |τ | ≤ Zcz,

(2)

where the superscript additioni + τ is performedmodulo N .
The aperiodic correlationφj,k of two sequencescj andck

has to satisfy (2) to maintain an IFW ofZcz chip interval.
A set of sequences{ci}

M
i=1

, each one with lengthN , and
IFW of Zcz is denoted as ZCZ-(N,M,Zcz), where Zcz =
min{Zacz, Zccz}, Zacz andZccz denote, respectively, the zero
autocorrelation and zero cross-correlation zones, which are
defined as [10]:

Zacz = max{T | φcjcj (τ) = 0,∀j, τ 6= 0, |τ | ≤ T},

Zccz = max{T | φcjck(τ) = 0,∀j 6= k, |τ | ≤ T}.

Two distinct sets of ZCZ sequences{c1i}
M
i=1

and {c2i}
M
i=1

are mutually orthogonal, if

φc1kc2j
(0) = 0 ∀j, k. (3)

The method to obtain a set of ZCZ sequences starts with a pair
of complementary sequences,Ym andXm, which are obtained
recursively by:

[X0, Y0] = [1, 1]

[Xm, Ym] = [Xm−1Ym−1, (−Xm−1)Ym−1] . (4)

F
(0)

1
=

[

−Xm Ym

−
←−
Y m

←−
Xm

]

2×2m+1

, (5)

where
←−
Y m denotes the reverse of sequenceYm and−Ym is

the binary complement ofYm.

ConsiderF (0)

2
similar toF

(0)

1
. For thenth iteration (n ≥ 1),

two mutually orthogonal sets of ZCZ sequences,F
(n)

1
and

F
(n)

2
, are acquired:

F
(n)

1
=

"

F
(n−1)

1
F

(n−1)

1
F

(n−1)

1
(−F

(n−1)

1
)

F
(n−1)

1
(−F

(n−1)

1
) F

(n−1)

1
F

(n−1)

1

#

, (6)

F
(n)

2
=

"

F
(n−1)

2
F

(n−1)

2
(−F

(n−1)

2
)F

(n−1)

2

F
(n−1)

2
(−F

(n−1)

2
) (−F

(n−1)

2
)(−F

(n−1)

2
)

#

, (7)

where (−F
(n−1)

i ) is the matrix F
(n−1)

i which entries are
negated andF (n−1)

i (−F
(n−1)

i ) denotes the matrix whoseijth
entry is the concatenation of theijth entry ofF (n−1)

i and the
ijth entry of (−F

(n−1)

i ) [13], [14].
Each row of the matrices, after thenth iteration, represents

a spreading sequence. This procedure doubles the number
of ZCZ sequences. Explicitly, we haveM = 2(n+1), N =
2(2n+m+1) andZcz = 2(m).

III. SYSTEM MODEL

The network model assumes a quasi-synchronous DS-
CDMA/BPSK ad hoc network under heavy traffic conditions,
i.e., all nodes are supposed to have packets to transmit all
time. The system is slotted and during each slot, a snapshot
of the nodes is taken. In other words, the network topology is
invariant over a packet transmission time, which is equivalent
to have an invariant interference level during this time interval
[3]. In every slot, each node may transmit independently with
probability p.

The traffic distribution is uniform. The number of nodes in
the network is modeled by a Poisson point process in a plane,
with probability density function (PDF) given by

P [n nodes in RA] =
e−λA(λA)n

n!
, (8)

whereλ is the average number of nodes per unit area andA

is the area of a given circular region in the plane of radius
RA.

The network consists ofNt nodes, which are randomly
placed through a circular area. The location of terminals obeys
an uniform distribution, given by:

prk
(rk) =







2rk

R2
t

, rk ≤ Rt

0, otherwise
(9)

where rk is the distance of thekth transmitter node to the
interest node andRt is the radius of the considered circular
area.

The channel model is a combination of large scale path loss,
with path loss exponentβ, and multipath Rayleigh fading. The
received signal power,Pr, is a function of the distance between
the transmitter node and the receiver node,r, and it is given
by:

Pr =
Pt

rβ
(10)
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wherePt is the transmitted signal power.
A maximal ratio combiner (MRC) and a rake receiver are

implemented in the reception with known channel weights
[16]. The decision variable is obtained by correlating the
received signal with shifted versions (multiples ofTc) of the
spreading sequence of the transmitter and combining them.

The network operates withK transmitter-receiver pairs (ac-
tive links), where theK transmitters nodes are simultaneously
transmitting with same power,Pt. It is considered a link of
length R between an interest node and a desired transmitter
node, as shown in Fig. 1. The interest node is positioned at
the origin of a circle of radiusRt.

R


R

t


Fig. 1. Circular network topology .

A. Expected Progress per Hop

The expected progress per hop is a measurement of the
network throughput, and it is defined as the product of one-hop
throughput by the distance between the transmitter node and
the receiver node (bit-meters per bit period). This performance
measure increases with the probability of packet success (Ps)
and decreases as the number of hops increases. Therefore, the
expect progress per slot is [3]:

Z = ξR (11)

whereξ is the one-hop throughput of the transmitter node. The
one-hop throughput is the rate at which a node successfully
transmits packets:

ξ = (1− p)(1− e
−p)Ps (12)

where (1 − p)(1 − e−p) is defined as the tendency to pair
up (per node). The tendency to pair up can be viewed as a
tendency to a given transmitter node to establish a connection
with the interest node.

In this work, it was assumed that a network has uniform
traffic and a balanced routing. Hence, all nodes have the same
one-hop throughput.

IV. SIMULATION RESULTS

The achievable expected progress per slot performance of
an QS-CDMA ad hoc system, using ZCZ spreading sequences,
is obtained by Monte Carlo simulation. The network hasNt

= 34 nodes deployed on a circular area of radiusRt = 100 m
and the transmission range worthsR = 30 m . The path loss
exponentβ is assumed equal to4. The signal-to-noise ratio is
set to 10 dB and the number of resolvable paths isL = 3.

The simulator was built in accordance with the proposed
model. The nodes were located in a circular area, uniformly
distributed and no kind of power control was employed,
remaining to the ZCZ codes to outdo the near far effect and to
mitigate the interferences. The multipath fading channel was
characterized by a Rayleigh distribution, the relative delay of
the lth path is estimated with respect to the main path and the
uniformly distributed phase-shift of each resolvable path, for
each node, was perfectly compensated. The quasi-synchronous
scenario was performed so that the maximum delay difference
τ between the signals of different nodes does not exceed a
predefined value.

Fig. 2 and 3 portray, respectively, the bit error rate (BER)
and the expected progress per hop (EPH). The performance
are evaluated using random spreading sequences and the ZCZ
codes, both with processing gainGp = 64. The random
sequences are used in others QS-CDMA ad hoc network,
therefore they were chosen for comparisons with the ZCZ
sequences. All users are assumed to communicate in a quasi-
synchronous manner, and the maximum delay differenceτ is
assumed to be2Tc.

2 4 6 8 10 12 14 16
10
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10
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Interferers

B
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R

Random sequences
ZCZ sequences

Fig. 2. BER versus interferers

For both figures, the ZCZ sequences belong to two mutually
orthogonal sequence sets. This procedure enlarges the number
of available sequences. However, a larger number of sequences
does not assert the correlation properties among sequences
of different sets for nonzero shifts. When the(M + 1)th
user, whereM is the size of one set, is activated there is
a degradation in performance of ZCZ-coded-based system
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because the sequence associated to this user belongs to the
second group and the zero-correlation characteristics arenot
maintained for all shifts among all sequences of the two
groups. For the ZCZ set used,M = 4.
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Fig. 3. EPH versus p

A certain imprecision is allowed to the synchronization
process, as it is observed in a QS-system, and it turns easier
the management of the signals from different nodes and paths.
The influence of this rough synchronization can be observed in
Fig. 4, where the BER was evaluated parameterized byτ . As
long as the time shift signals are within the IFW, the system
is not affected by the raise ofτ . As the channel becomes
more dispersive, the system performance degrades because the
correlation values outside the interference free zone are high,
even higher than those obtained with random codes.
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−3
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R

 

 

τ = 0
τ = 1
τ = 2

Fig. 4. BER versus interferers, parameterized byτ

V. CONCLUSION

In conclusion, in this work was employed a scheme of ZCZ
spread sequence in a QS-CDMA ad hoc network and the sim-

ulation results showed that the ZCZ sequences exhibit better
performance than random sequences in the hostil environment
of the ad hoc networks. It follows from interference reduction
due to the zero correlation zones existence.
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A Pre-Rake CDMA System with Modified ZCD 
Spreading Code 

 
Abstract—In general, Pre-Rake diversity technique provides 

simple receiver structure and sufficient diversity effect for mobile 
terminals. However, conventional Pre-Rake systems are more 
severely affected than Rake systems with regard to multiple access 
interference since the number of multipaths received at the mobile 
unit is nearly twice that of the Rake systems. In order to overcome 
the problem, a Pre-Rake CDMA system using zero correlation 
duration (ZCD) spreading code is proposed. Modified ZCD codes 
including guard interval (GI) is also proposed and the 
performance is evaluated by computer simulation. 

Index Terms— Pre-Rake, ZCD code, CDMA 

I. INTRODUCTION 
In Pre-Rake systems, the path diversity effect is achieved 

with a simple receiver employing just one Rake finger at the 
mobile unit [1], [6], [7]. However, the Pre-Rake combiner 
creates a larger number of paths towards the mobile unit so that 
more severe multiple access interference (MAI) and multipath 
interference (MPI) occur at the mobile unit receiver. In [1], it is 
found that the interference increases and the BER performance 
degrades as the number of paths and the number of users 
increases.  In the case of L-path environment, the Pre-Rake 
transmits L path signals created by the Pre-Rake combiner to 
the mobile unit. The transmitted Pre-Rake signals are 
convolved by channel impulse response and 2L-1 paths are then 
received at the mobile unit. In the CDMA system using the 
Rake combiner, L path signals are received at the mobile unit so 
that the number of paths received in the Pre-Rake system 
becomes nearly twice that of the Rake system. Therefore, the 
Pre-Rake systems are affected by the interference caused by an 

increased number of paths, and so the resulting BER 
performance becomes worse than that of the Rake system. To 
avoid this interference, efficient interference mitigation 
techniques such as multiuser detection (MUD) schemes should 
be adopted at the mobile receiver. However, it is not desirable 
to use such a complicated MUD technique in the Pre-Rake 
systems. 

II. PRE-RAKE CDMA WITH ZCD CODE 
To resolve the above problem, a Pre-Rake CDMA based on a 

continuously orthogonal spreading code is proposed. In Fig. 1, 
the transmitter and receiver structure is shown for the proposed 
Pre-Rake CDMA systems with zero correlation duration (ZCD) 
spreading code [2],[3] where ZCD is utilized as a continuously 
orthogonal spreading code. The modulated Input signals are 
normalized to keep the transmit power constant and spread with 
the ZCD code. BPSK is assumed for the modulation, but 
various modulation schemes can be used as a modulation 
method.  As for the continuously orthogonal spreading code, 
different types of codes shown in [2]-[5] can be utilized for 
spreading. In this paper, ZCD code is employed, where there 
are two types of ZCD codes such as the binary ZCD code [2] 
and the ternary ZCD code [3]. These two codes can be used for 
the proposed system as a spreading code. After the spreading 
process, the spread signal is fed to the Pre-Rake combiner and 
then finally transmitted to the mobile unit. 

III. TWO-PATH CASE 
In Fig. 2, the concept of the Pre-Rake combining process for 
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Fig. 1  Proposed Pre-Rake CDMA transmitter and receiver structure 
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the proposed system is depicted together with the received 
signals for the case of 2-path environment. In the base station 
(BS), the input signal is combined by a Pre-Rake combiner, and 
then the combined signal with 2 paths is transmitted to the 
intended mobile unit. At the mobile unit, the channel output 
with 3 paths is received after passing through the multipath 
channel. The mobile unit tunes a matched filter (MF) to t2-path 
signal which corresponds to the (L-1)th path among the channel 
output and detects the transmitted signal. On the other hand, 
guard interval (GI) τ is needed for the proposed system to 
maintain the orthogonality between the spreading codes. The 
GI should be added at the head and the back of the spread 
signal, and the relation of τ ≥ (L-1)Tc should be satisfied to 
avoid the interferences. From the above process, modified ZCD 
code with 2 GI is generated. 

As shown in Fig. 2, the channel output which consists of a 
t1-path signal, two t2-path signals, and a t3-path signal is 
received at the mobile unit. Among them the t2-path signals are 
tuned and detected by the MF. If the orthogonal code such as 
Walsh-Hadamard code is used for spreading, the orthogonality 
is not maintained any longer due to the increased multipath 
interferences. In the proposed system, sufficient GI is added for 
the spread signal and ZCD code is used for spreading so that the 
MF gives out a desired signal without generating any 
interference signals. Due to the characteristic of ZCD code that 
the zero correlation duration exists before and behind t2, all the 
channel output signals which are the convolution result of 
Pre-Rake combined signals and channel impulse responses are 
included in the zero correlation duration. Therefore, the 
proposed system is not affected by either MAI or MPI, and 

achieves the path diversity effect leading to the 
interference-free communication system even after the number 
of paths increases due to the Pre-Rake combining process. 

 

IV. SYSTEM PERFORMANCE 

A. Channel model 
The complex low-path impulse response of the channel for 

user k is given by 

∑
−

=

−=
1

0
,, )()exp()(

L

l
clklkk lTtjth δγβ                        (1) 

where L is the number of channel paths, the path gain 
lk ,β  are 

independent identically distributed (i.i.d.) Rayleigh random 
variables (r. v.’s)  for all k and l, the angles 

lkj ,γ  are i.i.d. 

uniformly distributed in )2,0[ π , and cT is the spreading code 
chip duration. In a TDD system under slow fading conditions 
we assume that )(thk does not change during two successive up 
and down link time slots. 
 

B. Pre-Rake CDMA 
Without channel estimation error, the downlink transmitted 

signal for user k with BPSK modulation can be represented by 
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where P is the transmitted power, ω  is the carrier frequency, 
)(tbk  is the differentially encodes data stream for user k 

time
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Fig. 2.  Concept of Pre-Rake combining process and the received signal exemplification for the 
proposed system 
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consisting of a train of i.i.d. data bits with duration T which take 
the value of 1± with equal probability. The current bit is 
denoted by 0

kb while next or previous bits are denoted by adding 
or subtracting the superscripts by 1. )(tak  is the ZCD spreading 
code of user k with chip duration cT  and code length 

cT
TN=  . 

In the proposed system, it is assumed that the number of 
multipaths, L  does not exceed 

2
1+

=
ZCDLZCD

. The ZCD is 

defined by ZCD = 12 −∆ where ∆  is a chip-shift increment 
[2]. 
The normalizing factor kU  that keeps the instantaneous 
transmitted power constant is given by 

∑
−

=

=
1

0
,)(

L

n
nkk tU β                                         (3) 

Assuming a CDMA system with K users, the received signal at 
user1 in downlink is given by 
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where n(t) is the zero mean AWGN with two sided power 
spectral density 

2
0N . From Eq.(4), we can see that channel 

output includes 2L-1 paths with a strong peak when 1−=+ LlJ  
and just one MF is needed to synchronize to this path. 
The output of user1 MF is given by 
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where S is the self interference due to multipath, A is the 
multiple access interference, and η  is a zero mean Gaussian r.v 

with variance 4
0TN . D is the desired part for the current bit 

given by the 1=k  part of )(1 tr  and 1−=+ Llj  in Eq.(5). 
After some manipulation, D is given by 
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0
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UTbPD = .                                        (6) 

 

C. Self interference 
This interference exists in a single user system and is caused 

by the multipath. From Eq.(2) and Eq.(4), S is found by putting 
k=1 and 1−≠+ Llj . S can be written by 
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In Eq.(8), 
1,kC is the discrete aperiodic cross-correlation 

function. Denoting )(1,1 mjC −  by )(1 mjC −  and utilizing 

)()( 11 jmCmjC −=− , we can get 
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Taking the second moment of Eq.(9) we can get  
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D. Multiple Access interference 
The multiple access interference A is due to other users is 

found by the 1>k  part of )(1 tr in Eq.(5). The interference is 
given by 
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For orthogonal codes, Eq.(11) can be written as   
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The second moment of Eq.(12) is given by 
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where Q is given for all k by 
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E. SINR 
In the conventional Pre-Rake CDMA system, MAI and MPI 

exist in the received signal. The variance of the interference 
components are given by Eq.(10) and Eq.(13) where the 
expected values for the correlation functions are given by 
Eq.(15), which determines the performance of the Pre-Rake 
CDMA system.  
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On the other hand in the proposed system, ZCD code with 2 GI 
is utilized for spreading code so that the expected value of 
Eq.(15) , can be written as follows, 
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In the proposed system, it is assumed that ZCDLL ≤  so that the 
channel output with 2L-1 paths does not exceed ZCD. This 
results in zero correlation among different multipath CDMA 
signals. Applying Eq.(16) to Eq.(10) and Eq.(13), the 
interferences (MPI and MAI) of the proposed system becomes 
zero and the signal to interference and noise ratio (SINR) Y can 
be given by 
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where bγ  is the average received signal to noise ratio. Y can be 

obtained by 
)var(2

2

Z
DY =  where )var(Z is the variance of the 

Gaussian r.v. Z in Eq.(5). Therefore, the probability of error 
conditioned on { }1,,2,1,0,,1 −= Lnn Lβ  is given by 
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2
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V. SIMULATION RESULTS 
Computer simulations have been carried out to evaluate the 

proposed system performance by using C program. Simulation 
parameters are shown in Table I. TDD is utilized as a duplex 
method and 1 time slot has 0.667ms long. In this paper, the 
binary ZCD code with 32 chips (spreading factor=32) whose 
family size is 6 and zero correlation duration is 5 [2], is 
employed.  

Fig. 3 shows the BER performance of the proposed Pre-Rake 
CDMA with binary ZCD codes under the condition of 3 paths. 
We also performed computer simulation for the proposed 
system with ternary ZCD code with 32 chips whose family size 
is 8 and zero correlate duration is 5. The simulation result is 
depicted in Figure 4.  

In contrast with the conventional Pre-Rake system, the BER 
performance of the proposed system does not degrade for any 
number of users (≤ 6) and is almost same as with the MRC 
(Maximal Ratio Combining) diversity combining. This implies 
that the proposed system is not subject to the MAI and MPI, 
i.e., interference-free, due to the inherent continuous 
orthogonal property of the ZCD spreading code employed.  

Even though the interferences can be removed perfectly by 

TABLE I 
SIMULATION  PARAMETERS 

 
Wirelss Access Scheme CDMA/TDD 

Time slot length 0.667ms 

Spreading code 
ZCD binary code 
ZCD ternary code 

(Spreading Factor=32), 
Transmit chip rate 3.84 Mcps 

Transmit data rate 120 kbps 

Uplink channel estimation Perfect 

No. of paths 3 Rayleigh fading 
(1 chip delay, equal path gain) 

Modulation BPSK 

Max. Doppler frequency 32Hz 

Channel coding/decoding Uncoded 
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Fig. 3  BER performance of the proposed system with 
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inserting the sufficient GI, the increased GI deteriorates the 

efficiency of frequency use. Therefore, we consider three ZCD 
codes (original ZCD code, modified ZCD code with 1 GI, and 
modified ZCD code with 2 GI) shown in figure 5. As being 
expected the correlation is no longer zero for the original ZCD 
code and the modified ZCD code with 1 GI since the ZCD 
codes are corrupted by adjacent codes containing different data 
bit. 

Fig. 6 shows the performance for binary ZCD code under the 
condition of 3 paths. In lower 0/ NEb  the BER performance of 
the modified ZCD code with 2 GI is slightly worse than that of 
the original ZCD code. With GI the modified code length is 
longer than the original code one which results in the power 
loss and the degradation of the BER performance. However, in 
higher 0/ NEb  there is no difference of performance between 
two codes. 

Fig.7 shows the performance of ternary ZCD code under the 
condition of 4 paths. The same ZCD code (ZCD = 5) shown in 
Fig. 5 is employed so that the channel output exceeds the ZCD 
( ZCDLL > ), which results in MIP and MUI. From the figure we 
can see that the relative performances of ZCD code without GI 
and with 2 GI have a crossing point around 15 dB. 

VI. CONCLUSION 
A Pre-Rake CDMA system with ZCD spreading code has 

been proposed to overcome the problem of the conventional 
Pre-Rake system severely affected by its increased multipath 
interference. From the simulation results, it is found that the 
BER performance of the proposed Pre-Rake CDMA system 
using binary/ternary ZCD spreading code with 32 chips does 
not degrade when up to 6 users are allowed to be 
simultaneously active in the network under 3-path environment 
and the proposed system perfectly achieves the MRC diversity 
effect without causing any other interference to other users in 
the given conditions. Modified ZCD codes have been proposed 
for the Pre-Rake system and the performances have been 
evaluated by computer simulation under the condition that the 
channel output exceeds ZCD. From the simulation result it is 
found that there is crossing point between the performances of 
the ZCD codes with GI and without GI.  
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Abstract— A tactical datalink for point-to-point aircraft-to-
ground communication is proposed, based on the DVB-S2 stan-
dard with some adaptations. A DSSS (Direct Sequence Spread
Spectrum) scheme is added to the system for protection against
intentional jamming; several configurations of DS spreading and
jamming are modeled and simulated. System performance in
terms of BER (bit error rate) and PER (Packet Error Rate)
is compared for channels with CW (Continuous Wave) tonal
interference, band-limited interference and pulsed interference.

Index Terms— Digital video broadcasting, jamming, spread
spectrum.

I. INTRODUCTION

Nowadays, tactical operational scenarios for defense aircraft
require an efficient C4I2SR (Command, Control, Commu-
nications, Computer, Intelligence, Information, Surveillance
and Reconnaissance) [1] system. One important C4I2SR sub-
system is the datalink, which defines how ground stations
and platforms communicate. Increasing needs for situational
awareness in current systems demand that datalinks between
aircraft and ground stations provide high transmission rates,
while assuring increased security and reliability. Organizations
such as NATO and the United States DoD had developed
several closed military standards for these datalinks. In this
paper, a datalink based on a current, publicly available civil
communication standard is proposed.

The DVB-S2 (Digital Video Broadcasting - Satellite -
Second Generation) standard [2] provides a flexible system for
satellite applications. It is suitable for broadband applications
such as video and can range from broadcast to point-to-point
services. A wide range of spectral efficiencies is achieved by
using different modulation modes (QPSK, 8PSK, 16APSK and
32APSK) and FEC (forward error coding) rates. The FEC
is based on two concatenated block codes: an inner LDPC
(low-density parity check) code and on outer BCH code, and
allows system operation at about 1 dB from the Shannon limit
under an AWGN (Additive White Gaussian Noise) channel.
Depending on the modulation mode and application, code rate
in a DVB-S2 system can range from 1/4 to 9/10 and use 16200
bit or 64800 bit codewords.

DVB-S2 includes a block bit interleaver for additional error
protection. Bit interleaving techniques are recommended to
counter burst effects and make bit errors statistically inde-

pendent [3]. Block interleavers conceptually work by filling a
matrix with a bitstream, column by column, and generating
an output stream reading the matrix line by line. The DVB-
S2 interleaver operates on full codewords (block size is the
same as codeword size); the exact interleaving configuration
depends on the modulation scheme, ranging from 5 columns
with 32APSK to 1 column (no interleaving) with QPSK.

A. Spread-spectrum techniques

The DVB-S2 standard is not especially concerned with
protection against intentional interference (jamming), which is
a common requirement for tactical datalinks. For this purpose,
the addition of a direct-sequence spread-spectrum technique is
proposed.

DSSS systems employ PN (pseudo-noise) generators to shift
the carrier phase at a chip rate Rc, higher than the symbol rate
Rs. This makes the transmitted signal bandwidth increase by
a factor Lc:

Lc =
Rc

Rs
(1)

In practical systems, the bandwidth expansion factor Lc is
an integer and can range from 10 to 100 or more [3]. At
reception, a correlator uses the same PN sequences to recover
the transmitted bits. In presence of narrow-band interference,
only a small fraction (approximately 1/Lc) of the interference
power is expected to appear after the correlator; the advantage
gained over the jammer is the processing gain Lc. If the PN
sequences have random properties and the expansion factor Lc

is sufficiently high, the interference components at reception
can be modeled as a Gaussian random variable.

B. Packet error rate

For multimedia applications, packet error rate is an impor-
tant system performance metric. It is directly dependent on the
bit error rate. The expected PER, assuming that the bit errors
are independently distributed, is

Pp = 1− (1− Pb)N (2)

where Pp is the expected PER, Pb is the BER and N is
the packet length in bits. Simulation results in the following
sections show that this assumption is generally not valid due
to the burst nature of the received code bit errors caused by
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the channel. The block decoder can also make the decoded
information bit errors dependent, since it can fail to correct
the bit errors of a codeword if interference-to symbol energy
ratio in the period is above a certain point.

II. SYSTEM DESCRIPTION

The proposed system uses the DVB-S2 elements for channel
coding, symbol mapping and modulation and includes the
necessary subsystems for DSSS.

Fig. 1 shows the system model’s block diagram. The blocks
used for BCH and LDPC codes and the baseband filter for
pulse shaping (a square-root raised cosine filter) are the same
as specified by the DVB-S2 standard. The model does not
account for imperfections in the modulation and demodulation
process and the synchronization elements that are necessary
in real-world scenarios. The channel model is a baseband
channel that can have arbitrary interference signals, such as
tonal jamming, band-limited jamming and pulsed jamming.
The jamming signals are the only imperfection simulated
in the channel; more realistic scenarios would also include
AWGN noise. However, since the Es/N0 ratio in this system
is expected to be relatively low, effects of jamming will be
dominant in the simulated conditions.

Fig. 1. System block diagram.

In order to simulate a channel with tonal jamming, a
continuous wave (CW) with constant relative frequency ∆fJ ,
constant amplitude and random phase (uniform distribution
inside range [−π; +π]) is added to the transmitted signal.
Band-limited jamming is generated using a Gaussian white
noise generator and a low-pass filter that is spectrally flat
inside the frequency range

[
−W1

2 ; +W1
2

]
and null outside

this range. W1 is the bandwidth of the filtered jamming. The
pulsed jamming model also uses a band-limited noise, like the
previous case, but switches its amplitude between zero and full
amplitude according to a repetition period TJ and a duty cycle
α. The initial phase of the switched pulse is random (uniform
distribution inside range [0;TJ ]).

The signal-to-jamming ratio is defined as the average sym-
bol energy-to-noise ratio Es/NJ , comparable to the Es/N0

ratio commonly defined for AWGN channels. For a given

Fig. 2. Block diagrams of (a) spreading and (b) de-spreading subsystems.

jamming-to-signal power ratio J/S, it can be defined as [7]:

Es

NJ
= Lc

S

J
(3)

where Lc is the bandwidth expansion factor. Pulsed or narrow-
band jamming peak power must be accordingly set to yield the
correct average symbol energy-to-noise ratio.

The DVB-S2 standard includes several modulation schemes,
but only QPSK (quaternary phase shift keying) was simulated
because its implementation is simpler and its performance is
more robust than higher modulation schemes. Although the
standard allows only certain combinations of FEC encoding
and modulation schemes (e.g., there is no interleaving for
QPSK), these could be freely configured in the model. The
baseband filter used for pulse shaping was configured with
a roll-off factor of α = 0.35 for all simulations. Whenever
used, the block bit interleaver had 4 columns. The blocks
used for LDPC encoding and decoding were simulated using
algorithms taken from [4]. Codewords at the reception are
decoded using soft decision.
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The DS (direct sequence) spreading and despreading blocks
were modeled according to Fig. 2 and [5]. At transmis-
sion, each symbol component (in-phase and quadrature) is
multiplied by a bipolar spreading code, with a chip rate
higher than the symbol rate. At the reception, the match-
filtered components are sampled at chip rate, multiplied by
the original spreading codes and integrated at each symbol
period before being fed to the symbol-to bits mapper. The
two independent pseudo-random sequence generators use Gold
sequences, which are commonly used spreading codes. The
sequences have a repetition period of 65535 chips and are
initialized with random states.

The error rate counter compares the transmitted and received
information bits and computes the bit and packet error rates.
For packet error rate calculation, 188-byte packets (MPEG
packets) are sliced and merged according to the DVB-S2
standard. The error counter directly compares the received
packets with transmitted packets, although real systems use
CRC-8 computations to detect packet errors.

A. Simulation parameters

Table I summarizes the common parameters used through-
out the simulations. Frequencies and bandwidths in table
are normalized to the symbol rate, Rs, and pulsed jamming
repetition periods are normalized to the symbol period Ts.
Two different pulsed jamming cases were set, to test system
performance against different repetition periods. With the
short period of 1000 symbols, several jamming pulses can
fall inside a same codeword, while a repetition period of
80000 symbols makes jamming pulses affect only some of
the received codewords.

TABLE I
COMMON SIMULATION PARAMETERS.

Parameter Symbol Value
Modulation scheme QPSK
Rolloff factor β 0.35
Packet size (bytes) 188
FEC codeword size nldpc 64800
Block interleaver columns 4
CW interf. relative frequency ∆fJ/Rs 0.09
Band-limited interference width W1/Rs 1
Pulsed interf. duty cycle α 0.01
Pulsed interf. period (short) TJ/Ts 1000
Pulsed interf. period (long) TJ/Ts 80000
Spreading sequence type Gold
Spreading seq. period (chips) ngold 65535
Bandwidth expansion factor Lc 13

III. SIMULATION RESULTS

To assess the system’s performance against intentional in-
terference, several simulation scenarios were run, each with a
combination of interference type, channel coding and spectrum
spreading. The performance in terms of BER and PER, as
a function of the signal-to-interference ratio Es/J0, was
compared for three different interference cases: CW tonal
jamming, band-limited jamming and band-limited pulsed jam-
ming. For each interference case, four code rates were tested:

1/3, 2/3, 8/9 and without any coding (both LDPC and BCH
codes removed). The presence of interleaving was another
parameter that was switched between simulations. To evaluate
the effects of DS spreading, the system was first simulated
without spreading and then simulated with the spreading factor
of Lc = 13.

A. DVB-S2 system

Fig. 3 to Fig. 7 show the results of system simulations
without spectrum spreading. With CW tonal jamming (Fig.
3), it can be seen that the code rate of 8/9 did not bring
any advantage in performance, compared to a system without
channel coding. This is expected with this type of interference,
since symbol decision errors are only possible if the interfering
wave’s amplitude is sufficiently high. At higher code rates,
BER decline is mostly due to fewer symbol errors caused
by jamming, while at lower code rates the effect of coding
is dominant. The use of an interleaver did not bring any
noticeable performance advantage under CW jamming.

System performance with band-limited jamming (Fig. 4) is
close to the results expected with an AWGN channel, such as
those from simulations in [2]. There is a small difference (an
advantage of around 0.5 dB) because part of the jamming
signal power is removed in the reception by the raised-
cosine pulse shaping filter. There is no significant change in
performance when an interleaver is used.
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Fig. 3. BER performance with CW tonal jamming for several channel coding
schemes.

Pulsed interference can degrade system performance more
severely, as shown in Fig. 5, where an SJR (signal-to-jamming
ratio) about 25 dB higher is necessary to achieve the same
error rates of the two previous cases. The gain introduced
by coding is lower than the gain expected in an AWGN
channel; this can be explained by the burst characteristic of
code bit errors. The DVB-S2 block interleaver is able only
to interchange bit positions inside a same codeword, having
limited ability to successfully decode a block if it is critically
impacted. Jamming impairments vary with duty cycle and
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Fig. 4. BER performance with band-limited jamming for several channel
coding schemes.

pulse period; longer interference pulses cause longer error
bursts inside a codeword and lead to poorer performance.
Bit error performance without channel coding, however, is
independent of interference pulse duration.

The effect of error bursts on packet error rate performance
is visible on Fig. 6 and Fig. 7, which show the measured PER
and the PER that would be expected from the measured BER,
according to Equation 2. There are differences between the
expected and measured values, more noticeably with longer
interference pulses. The first cause of this disagreement is
the dependency between coded bit errors: some packets may
be unaffected by errors if pulse period is sufficiently long.
There is also the effect of the channel coding, which can
make decoded bit errors more likely to appear concentrated
in a same codeword.
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Fig. 5. BER performance with pulsed jamming for several channel coding
schemes.
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Fig. 6. PER performance with pulsed jamming for several channel coding
schemes.
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Fig. 7. Expected PER performance with pulsed jamming for several channel
coding schemes.

B. DVB-S2 system with DSSS

System simulation results with DS spectrum spreading and
jamming scenarios are plotted from Fig. 8 to Fig. 15. A gain
of about 11 dB in the SJR, introduced by the spreading factor
of Lc = 13, is expected from the results with respect to the
same simulated scenarios without DSSS. Fig. 8 shows that the
gain introduced by DSSS with CW jamming, at BER 10−3,
is approximately 11 dB for code rate 1/3, 10 dB for code rate
2/3 and 8 dB for code rate 8/9. With DSSS, an advantage
can now be seen between the case with rate 8/9 and the
case without coding. The explanation for this is that pseudo-
random spreading sequences make symbol error distribution
in the receptor more similar to a Gaussian distribution, while
without DSSS the error distribution is limited, making symbol
decision errors disappear above a critical point.

DSSS performance with band-limited jamming is close to
the expected values, according to Fig. 9. The gain in SJR

164 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



was about 11 dB for code rate 1/3, 10 dB for rate 2/3 and 9
dB for rate 8/9. Interleaving introduced small differences in
performance, ranging from an advantage of about 0.1 dB with
code rate 1/3 to a disadvantage of 0.1 dB with code rate 8/9.
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Fig. 8. BER performance with CW tonal jamming and DSSS.
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Fig. 9. BER performance with band-limited jamming and DSSS.

Fig. 10, Fig. 11 and Fig. 12 show simulation results of
BER, PER and expected PER, respectively, for a system with
DSSS and short-period pulsed jamming (TJ/Ts = 1000). The
gain for a PER of 10−2 is nearly 10 dB for code rate 1/3
and 9 dB for code rates 2/3 and 8/9. With long-period pulsed
jamming (TJ/Ts = 80000), according to Fig. 13, Fig. 14 and
Fig. 15, the advantage in PER performance is of about 9 dB.
As with the simulations without DSSS, there are differences
between the measured and the estimated PER, more visibly
with the longer jamming pulses. Bit interleaving effects vary
from case to case. With short-pulse jamming and code rates of
1/3 and 2/3, there was a slight negative impact in performance
when interleaving was on, while with long-pulse jamming the

opposite effect is observed, with a gain of about 1 dB at code
rate 1/3 and 0.5 dB at code rate 2/3.
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Fig. 10. BER performance with pulsed jamming (short period) and DSSS.
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Fig. 11. PER performance with pulsed jamming (short period) and DSSS.

IV. CONCLUSIONS

In this paper, a system for an aircraft-to-ground tacti-
cal datalink is proposed, based on the DVB-S2 standard
with additions for DS spectrum spreading. Simulation results
demonstrate that the addition of DSSS can improve system
performance against different jamming models, with observed
gains in the signal-to-jamming ratio different by no more than
2 dB from the expected theoretical value. The DVB-S2 error
correction schemes were also shown to improve performance
against jamming.

Nevertheless, the severe performance impairments caused
by pulsed interference need to be countered with robust FEC
schemes. The interleaver selected for the simulations showed
mixed results; other interleaving schemes besides the DVB-
S2 block interleaver can be investigated. Future works may
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Fig. 12. Expected PER performance with pulsed jamming (short period) and
DSSS.
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Fig. 13. BER performance with pulsed jamming (long period) and DSSS.

also include other elements for interference protection besides
DSSS, such as jammer state detection to improve pulsed
jamming performance and interference suppression filtering
for narrow-band interference.

More complete channel models can be included in further
simulations in order to represent aircraft-to-ground datalinks
more appropriately. These can combine AWGN channels and
fading multipath channels with jamming.
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Source and Channel Coding with Unequal Error 
Protection for Image Transmission in AWGN 

Channel 

Abstract— Current competition of digital television standards, 
3G mobile communications, satellite data transmission and the 
mobile devices high capacity  have promoted a recent boost in 
Channel Coding Forward Error Correction and in Source 
Coding. However, the performance deeply affected by the 
additive errors incidence position remains as a constant issue. In 
order to avoid this problem, non-uniform schemes of channel 
coding have been proposed in the literature, named Unequal 
Error Protection (UEP). Concerning this matter, this paper 
presents different new UEP encoding schemes combining 
DWT/SPIHT source coding and the Convolutional Parallel 
Turbo Coding. 

The results shown that this technique can significantly 
improve the reconstructed image quality for noisy channels when 
compared to the traditional EEP system. This result can be very 
useful for low power or high noise applications such as satellite 
communications and mobile transmission. 

Index Terms— Channel Coding, Image Compression, Source 
Coding, UEP. 

I. INTRODUCTION 
The Current competition of digital television standards, 3G 

mobile communications, satellite data transmission 
(standardized by CCSDS - Consultative committee for Space 
Data Systems) and the mobile devices high capacity have 
promoted several improvements due to researches in Channel 
Coding Forward Error Correction and in Source Coding. 

The images obtained by artificial satellites are very 
important for different research areas, such as remote sensing, 
astronomy, weather or military applications. In order to ensure 
that these images become fast received with considerable 

quality, the choice of which coding methods are going to be 
used involves conflicting project conditions: the rate reduction 
prioritizing the band or the addition of parity bits, increasing 
the samples correlation for allowing additive error-correction. 

Considering source coding, the state-of-art about this issue 
concerns researches with Discrete Wavelet Transform (DWT) 
[1]-[6] involving SPIHT algorithm (Set Partitioning in 
Hierarchical Trees) that also allows a computationally simple 
form of rate control [7]. Besides, according to the CCSDS 
Blue Book [8] currently state-of-art channel coding that most 
closely approximates to the Shannon Limit concerns Turbo 
Codes [9]-[11]. 

The combination of source and channel coding systems 
along with the modulation, analog conversion, and channel 
model stages complete the communication system. By 
adjusting each coder rate, the system may achieve a desired 
level of visual quality (traditionally represented by the PSNR - 
Peak Signal-to-Noise Ratio) for a given reception power level 
[12]. However, the symbols generated by the source encoder 
neither are completely decorrelated among themselves, nor 
have the same relevance in the decoding process. Errors in 
symbols that flag the subband start or DWT low pass values 
produce more pronounced distortions at the final image. 
Hence, the performance is deeply affected by the additive 
errors incidence position. In order to avoid that, excellent non-
uniform schemes of source-channel coding have been 
proposed in the literature, named Unequal Error Protection 
(UEP), in which the symbols produced by the source encoder 
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are associated to variable rates according to the relevance 
[13]-[15]. 

A source-channel coding using DWT-SPIHT and Parallel 
Turbo scheme has been presented in [12], in which the authors 
observed that the quantization errors were less relevant than 
the channel errors. Xiaofan and Ko [15] have also presented 
another excellent UEP scheme using JPEG source coding 
(with restart markers between each Minimum Coded Unit 
(MCU) in order to prevent catastrophic errors) combined to 
Parallel Convolutional Turbo 1/3. In that scheme, the JPEG 
header syntax received priority in the allocated rate. 

The UEP Ru et al. scheme [16] has also presented very 
good results for MIMO channels with Rayleigh fading using 
two stages channel coding: error-resilient entropy code for the 
SPIHT bitstream and LDPC for the headers and motions 
vectors (video). In [14], the UEP scheme was focused on 
scalable video combining wavelet transforms for temporal and 
spatial compression with two double binary turbo codes, 
optimizing the UEP rates according to the resultant PSNR 
distortion. 

Finally, Salemi et al [13] have introduced a hardware UEP 
scheme on the attempt of solving this issue for DVB-S2 
downlink system. The authors applied the wavelet Flex-Wave-
II for source coding and the T@ampo Parallel Convolutional 
Turbo for channel coding, achieving very good performance. 

On this context, this paper presents different new UEP 
encoding schemes combining DWT/SPIHT source coding and 
the Convolutional Parallel Turbo for channel coding in an 
AWGN channel. Performance PSNR and SSIM (Structural 
SIMilarity) [30] simulations  have been made comparing the 
fix coding rate (EEP – Equal Error Protection) with the UEP 
coding for the same total bits transmitted in the channel. 

The presented paper is organized as follows: Section II 
reviews concepts relating to satellite systems, Section III 
presents the source coding methods, emphasizing on 
DWT/SPIHT algorithm, and Section IV concerns to the Turbo 
coding. Section V describes the proposed UEP methods and 
Section VI presents the simulation results comparing the 
proposed UEP versus fixed rate coding. Finally, Section VII 
presents our conclusions. 

II.  SATELLITE COMMUNICATIONS 
Like other communication channels and electronic circuits, 

the satellite transmission will always present some additive 
noise, due to several factors like equipment heat, solar 
radiation, galaxies cosmic noise (below 1 GHz), lightning in 
the atmosphere (below 30 MHz), absorption by oxygen and 
water molecules, rain (frequencies above 10 GHz) and 
interference from others human equipments [17]. Because of 
these effects, the received signal is often weak in relation to 
noise and may even be impossible to detect. 

In the context of digital signal transmission, a received 
signal r(t) can be described in terms of the emitted signal s(t): 

 ( ) ( ) ( )tntstr +=α  (1) 

where α is the amplifier dependent constant and n(t) is a 
random variable with Gaussian distribution, zero mean and    
σ² = N0 / 2 variance. This AWGN channel is the closest model 
to the satellite transmission, due to thermal effects previously 
mentioned. 

III.  SOURCE CODING: DWT AND SPIHT 
Despite their wide applications, entropy codes are very 

generic and, when used alone, do not guarantee great 
compression. For better results, the data are translated to a 
new representation domain through transformations such as 
DWT. After that, the information is concentrated, presenting 
lower entropy, reducing the average length of the final code. 

The DWT and its multiresolution analysis arise from the 
work of several researches [1] [2] [18]. The DWT decomposes 
the original image into different resolution subbands (Fig.1), 
providing a representation of the spatial structure of the image 
into different levels. At each decomposition level, after 
filtering and subsampling, 4 subbands are produced named 
Approximation Subband (low-pass version LL) and Detail 
Subbands (vertical HL, horizontal LH and diagonal detail 
HH), each one presenting half of the image resolution [19]. By 
applying the DWT recursively, the original image size can be 
reduced by a 2k factor to produce an Approximation Subband, 
where k is the number of decomposition levels. At the 
decoder, inverse procedures take place with small differences 
at the filtering process. 

(a) 

(b) 
Fig. 1. Bi-dimensional DWT: (a) decomposition (b) reconstruction [19] 
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Obviously, the spatial characteristics of one particular 
subband into different resolutions are distinct, but they are 
highly correlated since they truly represent the same spatial 
structure into different levels. This characteristic was explored 
in quantization and coding [7][20] and by several authors in 
Multiresolution Motion Estimation Schemes for video coders 
[21]-[22]. 

The performance of SPIHT [7] has been among the best 
wavelet coefficients encoding algorithms concerning rate-
distortion and subjective quality. So, their results are usually 
the reference for performance comparison of wavelet 
encoding algorithms. 

This technique involves a tree-based hierarchical 
classification where each image coefficient is associated to 
one of three lists: list of insignificant pixels (LIP), list of 
insignificant sets (LIS) and list of significant pixels (LSP). 

Each coefficient is considered insignificant and then 
positioned in LIP or LIS according to its position in the image. 
The encoding process consists of testing these three lists for 
the significance level of its elements according to a given 
threshold usually chosen as a power of 2. As a result, the 
algorithm starts to move pixels from LIP to LSP and from LIS 
to LIP or LSP. Each test result generates a set of bits that are 
appended to the transmitted/stored bitstream. With this 
information the decoder is capable of retrace all significance 
tests, reconstructing the image. More details about SPIHT 
algorithm can be found in [7][23][24]. 

IV.  CHANNEL CODING: TURBO 
The parallel Turbo Code [25] in Fig. 2 is constituted by a 

parallel concatenation of convolutional encoders where the 
spectrum distances of the components are combined to 
generate a larger distance that contains the largest possible 
amount of combinations. The rate adjustment is done through 
puncturing. 

The input of one encoder is interleaved to decorrelate the 
signal and the output is the combination between the 
systematic bit and the parity bits from both convolutional 
encoders.  

The encoding process of a generic Turbo code with rate 
R=m/n can be graphically represented by a trellis whose 
entrance is the vector u = u1, u2, ... um, where ut can take the 
values -1 or +1 a priori with a probability distribution P(ut). 
At the decoding, the output of the previous trellis can be 
represented by a vector x = x1, x2, ... xn, where xt represents the 
symbol produced by the encoder in the instant t. The log 
likelihood (LLR) is defined by the association of the a priori 
probability as: 

 ( ) ( ) ( )( )11ln −=+== kkk uPuPuL  (2) 

 
Fig. 2 – Parallel Turbo Encoder 

 
The correct path for each encoder will be given by the 

maximum likelihood of input (the Viterbi algorithm), linked to 
the a priori probability, defined as the LLR. 

The decoding process makes the best possible estimation of 
LLR a posteriori for every bit of sequence, which indicates the 
most likely sequence of the original broadcast u. The 
algorithm BCJR [26], also known as MAP (Maximum a 
posteriori) and the Viterbi algorithm [27][28] are used to make 
these estimative. The a posteriori LLR expressions are given 
by (2) and the puncturing is applied to the sequence in order to 
change the transmission code rate [29]. 

 ( ) ( ) ( )( )yuPyuPyuL kkk /1/1ln/ −=+==  (3) 

V. PROPOSED UEP SCHEME 
The balance between source and channel coding has been 

recommended by several standards and state-of-the-art 
researches because at intermediate regions, the source decoder 
may not be able to recover the image from the channel 
distorted coefficients (even few ones). So, the channel errors 
tend to spread and produce a very low image quality. 

In order to explore the entire power range with acceptable 
visual quality, the source data has been recently coded in parts 
by UEP schemes, as mentioned in Section I.  

These UEP schemes can be extremely efficient, especially 
if we take advantage of the DWT SPIHT coding 
characteristics, since neither the DWT representation symbols 
are completely decorrelated, nor have the same relevance in 
the decoding process. Errors in symbols that flag the DWT 
subband start or in the Approximation subband values produce 
more pronounced distortions at the final image. 

This paper presents different new UEP encoding schemes 
combining DWT/SPIHT source coding and the Convolutional 
Parallel Turbo for channel coding in an AWGN channel.  

At each stage in the SPIHT technique, the three lists LIP 
LIS and LSP are sequentially tested for the significance level 
according to a given threshold n, as shown in Table I 
producing the source bitstream. By exploiting the relevance of 
the SPHIT coefficients presented in these characteristics, the 
present work established an UEP scheme optimized according 
to the following priorities vector defined in Table II.  

The optimization is merely a function of the coefficient 
position in the SPIHT list, being the same for any coding 
image. 

TABLE I: SPIHT LISTS SCAN ORDER BASED ON N  
( NMAX = 9) 
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List/N 1 2 3 4 5 6 7 8 9 

LIP 1 4 7 10 13 16 19 22 25 
LIS 2 5 8 11 14 17 20 23 26 
LSP 3 6 9 12 15 18 21 24 27 

 
TABLE II: PRIORITIES VECTOR BASED ON THE SPIHT LISTS SCAN ORDER 

 
Priority SPIHT Scan order 

A (higher) 1,2,4,5,6,7,8,9,11 
B 10,12,13,14,15,16,17 
C 3,18,19,20,21,22,23,24,25,26,27 

 
The scheme for channel coding rate adjustment is shown in 

Fig. 3, producing the bitstream, according to a pre-set rate. 
Channel coding rates are defined for each one of these regions 
(RA = 1/3, RB = 1/2, RC = 2/3), values most commonly used 
at the channel coding literature. 

The UEP papers mentioned in Section I present excellent 
solutions for the source-channel coding issue. The proposed 
work additionally presents simulations for several images with 
more general channel than the fading or symmetrical binary 
channel, and the UEP optimization does not depend on the 
image to be coded. Simple BPSK was used instead of 
modulation schemes, leading this matter for future 
optimizations according to the frequency and available power 
requirements (depending on the MIMO, broadcast or 
downlink channel). 

Fig. 3 – Proposed UEP scheme 

VI. RESULTS 
This section presents the performance comparisons of 3 

schemes: the EEP (equal error protection) and two  proposed 
UEP (Unequal Error Protection): the first one using an 
progressive code rate reduction and the second using an 
optimized code rate allocation using a priority vector from 
source encoder. The simulation scheme is shown in Fig. 4. 

Fig.4 – Simulation General scheme 

The wavelet function used for the DWT stage was CDF 9/7, 
with 3 decomposition levels, the same used in the JPEG 2000 
standard for lossy static image compression. 

The priority vector sets different priorities for each part of 
the bitstream according to the SPIHT list it belongs (LIP, LIS 
and LSP) and according to the iteration number. The code 
rates are always adjusted to provide a 0.5 bpp rate in the 
source encoder and rates 1/3, 1/2 and 2/3 in the channel 
encoder  in order to keep the overall rate at 1.0 bpp. The 
results were compared using two objective quality metrics: 
PSNR and SSIM [30].  

The Fig. 5 shows the PSNR and SSIM performances for the 
two UEP codes with Lena image presenting one inserted bit 
error at bitstream section to be decoded and after measured. It 
is important to notice that the 3rd list is initially empty because 
it consists of the first LSP step. 

These results were used to set the priority level of each list 
shown in Table I.  

The second experiments set were made in order to compare 
the performance of all three coding schemes. Each point of the  
PSNR x Channel SNR curves was evaluated from the average 
of 8 different source images [31] with 4 tests each, using 
different channel noise seeds, simulating four error position 
situations. The Fig. 6 shows the performance curves for all 
three schemes. 
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Fig. 5 – Priority vector optimization curves. (a) PSNR; (b) SSIM. 
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The analysis of these results shows that the EEP scheme 
presents an abrupt transition near 0 dB. In the other hand, the 
UEP schemes present a smoother transition reaching the 
higher quality level even when the noise is stronger as in 
satellite communications. The EEP scheme presents about 
5dB improvement in PSNR (0,1 SSIM) at the SNR range from 
0 to 2 dB, but also presents over 17dB loss in PSNR (0.30 
SSIM) at the SNR range from -2 to 0 dB. 

Figs. 7-9 present the subjective quality of the reconstructed 
images for 3 channel SNR values: -1.0dB, -0.5dB and 0.0dB. 

In these figures we can see the effect of the abrupt quality 
transition of EEP: if the channel SNR is less than 0dB, the 
reconstructed image is practically unrecognizable and for the 
SNR greater than or equal to 0dB the image presents almost 
no channel distortion. 

Alternatively, the UEP scheme visual quality increases 
proportionally to the channel SNR. Furthermore, we can 
observe that the image retains its main characteristics even 
with noisier channel. This result represents a significant 
improvement in the overall performance of the 
communication system. 
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Fig. 6 – Average results. (a) PSNR; (b) SSIM. 
 
Comparing the images with relatively high SNR, the image 

quality loss of the UEP schemes is minimum when compared 
to EEP schemes, because the image quality is very high in all 
cases (above 30 dB). 

VII. CONCLUSIONS 
This paper presents two new UEP schemes based on SPIHT 

and turbo code algorithms in order to reduce the effect of the 
channel additive errors in transmission of digital images. The 
proposed schemes split the bitstream in parts according to the 
relevance of the bits in the decoding process associating a 
higher channel code rate to the most relevant bits.  

These schemes are compared to the equivalent EEP scheme. 
Despite the UEP technique have presented a slight decrease in 
the image quality for low noise channels, the results shown 
that this technique can significantly improve the reconstructed 
image quality (over 17dB in PSNR and 0.3 SSIM) for low 
SNR values in the channel. This result can be very useful for 
low power or high noise applications such as satellite 
communications and mobile transmission.  

(a) (b) (c)(a) (b) (c)  
Fig.7 – Lena image results with channel SNR =-1dB. (a) EEP; (b) Progressive 

UEP; (c) Optimized UEP. 

(a) (b) (c)(a) (b) (c)  
Fig.8 – Lena image results with channel SNR = -0,5dB. (a) EEP; (b) 

Progressive UEP; (c) Optimized UEP. 

(a) (b) (c)(a) (b) (c)  
Fig.9 – Lena image results with channel SNR = 0dB. (a) EEP; (b) Progressive 

UEP; (c) Optimized UEP. 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 171



 
 

 

ACKNOWLEDGMENTS 
This work was supported by following research and 

development agency:  State Research Support Foundation of 
São Paulo (FAPESP), Aeronautical Institute of Technology 
(ITA)-ITASAT Project (special thanks for the researchers), 
National Counsel of Technological and Scientific 
Development (CNPQ), Research and Teaching Support 
Foundation of State University of Campinas (FAEPEX), and 
Coordination of Graduated Level Personnel Improvement 
(CAPES / CAPES-RHTVD). 

REFERENCES 
[1]  I. Daubechies, Ten Lectures on Wavelets, SIAM, Philadelphia, USA, 

1992. 
[2]  S. Mallat, A Theory for Multiresolution Signal Decomposition: the 

Wavelet Representation, IEEE Transactions on PAMI, vol. 11, pp. 674-
693, 1989. 

[3]  J. Guo, S. Mitra, B. Nutter, T. Karp, A Fast and Low Complexity Image 
Codec based on Backward Coding of Wavelet Trees, Proc. of IEEE Data 
Compression Conference (DCC'06) pp. 292-301, 2006. 

[4]  V. Velisavljevic, B. Beferull-Lozano, M. Vetterli, Space-Frequency 
Quantization for Image Compression With Directionlets, IEEE 
Transactions on Image Processing,  no. 9, Sept., 2007. 

[5]  C. Bhattacharya, P. R. Mahapatra, A Discrete Wavelet Transform 
Approach to Multiresolution Complex SAR Image Generation, IEEE 
Geoscience and Remote Sensing Letters, vol. PP,  no. 9,  pp. 416-420, 
2007. 

[6]  ISO/IEC 15444 “Information technology -- JPEG 2000 image coding 
system,” 2004. 

[7]  A. Said, W. A. Pearlman, A new fast and efficient image coding based 
on set partitioning in hierarchical trees, IEEE Transactions on Circuits 
and Systems for Video Technology, 1996. 

[8]  CCSDS 122.0-Blue Book Issue 1. Image Data Compression. Nov. 2005. 
[9]  C. Berrou, A. Glavieux, P. Thitimajshima, Near Shannon Limit Error-

Correcting Coding and Decoding Turbo Codes, Proc. Int. Conf. 
Communications, p. 1064-1070, May1993. 

[10] Flexible Serially Concatenated Convolutional Turbo Codes with Near-
Shannon Bound Performance for Telemetry Applications. Orange Book. 
Issue 1. Exp.Specification CCSDS 131.2-o-1, Sep. 2007. 

[11]  S. K. Andrews, D Divsalar, S Dolinar, J Hamkins, C. R. Jones and F. 
Pollara, The Development of Turbo and LDPC Codes for Deep-Space 
Applications, Proceedings of the IEEE, vol. 95, no. ll, Nov. 2007. 

[12]  R. B. Leite, Y. Iano, Codificação de Fonte e Canal para Transmissão de 
Imagens em Canal AWGN, XXVI Simpósio Brasileiro de 
Telecomunicações – SBrT’08, Rio de Janeiro, Brazil, 02-05, Sept. 2008. 

[13]  E. Salemi, C. Desset, A. Dejonghe, J. Cornelis, J. and P. Schelkens, A 
Low-Complexity UEP Methodology Demonstrated on a Turbo-Encoded 
Wavelet Image Satellite Downlink, EURASIP Journal on Wireless 
Communications and Networking, Vol. 2008, Article ID 342415. 

[14]  N. Ramzan, S. Wan, E. Izquierdo, An Efficient Joint Source-Channel 
Coding for Wavelet Based Scalable Video, ISCAS 2007. IEEE 
International Symposium on Vol. Circuits and Systems, Issue , 27-30 
May 2007 Page(s):1505 – 1508. 

[15]  X. Fei, T. Ko, Turbo-codes Used For Compressed Image Transmission 
Over Frequency Selective Fading Channel, Global Telecommunications 
Conference, 1997. GLOBECOM apos;97., IEEE Vol. 2, Issue , 3-8 Nov 
1997 Page(s):629 – 633. 

[16]  C. Ru, L. Yin, J. Lu and C. W. Chen, A New UEP Scheme Based on 
Adaptative Modulation for Robust Vídeo Transmission in MIMO 
System, China Communications, 2006. 

[17]  G. B.Bleazard, Introducing Satellite Communications, Oxford : NCC 
Publications, 1985. 

[18]  A. Grossman; J. Morlet, Decomposition of Hardy Functions into Square 
Integrable Wavelets of Constant Shape, SIAM J. Applied MAthematics, 
vol. 15, pp. 726-736, 1984. 

[19]  A. L. M. Cruz, “Procedimentos para Método Híbrido de Compressão de 
Imagens utilizando Transformadas Wavelet e Codificação Fractal”, PhD 
Thesis, State University of Campinas, Brasil, May, 2005. 

[20]  J. M. Shapiro – “Embedded Image Coding Using Zerotrees of Wavelet 
Coefficients” – IEEE Transactions on Signal Processing, vol. 41, no. 12, 
pp. 3445-3462, Dez., 1993. 

[21]  J. Zan; O. Ahmad; M. N. S. Swamy – New Techniques for 
Multiresolution Motion Estimation – IEEE Transactions on CSVT, vol. 
12, no. 09, pp. 793-802, Set, 2002. 

[22]  S. Kim; S. Rhee; J. G. Jeon; K. T. Park – Interframe Coding Using 
Two-Stage Variable Block-Size Multiresolution Motion Estimation and 
Wavelet Decomposition – IEEE Transactions on CSVT, vol. 8, no. 04, 
pp. 399-410, Ag, 1998. 

[23]  K. R. Rao and P. C. Yip, The Transform and Data Compression 
Handbook, USA, Florida: CRC Press, 2000. 

[24]  K. Sayood, Introdution to Data Compression, 2nd ed. San Diego: 
Morgan Kaufmann, 2000. 

[25]  C. Berrou and A. Glavieux, Near optimum error correcting coding and 
decoding: Turbo-codes, IEEE Trans. Commun., vol. 44, pp. 1261-1271, 
Oct. 1996. 

[26]  L. Bahl, J. Cocke, F. Jelinek and J. Raviv, “Optimal Decoding of Linear 
Codes for Minimizing Symbol Error Rate,” IEEE Trans on Inf. Theory, 
Mar 1974. 

[27]  A. J. Viterbi, An intuitive justification and a simplified implementation 
of the MAP decoder for convolutional codes, IEEE J. Select. Áreas 
Commun., vol. 16, pp. 260-264, Feb. 1998. 

[28]  M. Valenti, Turbo Codes and Iterative Processing, IEEE New Zealand 
Wireless Communications Symposium, Nov. 1998. 

[29]  M.A. Kousa and A.H. Mugaibel, Puncturing effects on Turbo codes, 
IEEE Proceedings online no. 20020230, 2002. 

[30]  Z. Wang, A. C. Bovik, H. R. Sheikh, E. P. Simoncelli, Image Quality 
Assessment: From Error Visibility to Structural Similarity, IEEE 
TRANSACTIONS ON IMAGE PROCESSING, 2004. 

[31]  Waterloo BragZone test images. Available:  
ftp://links.uwaterloo.ca/pub/BragZone. 

172 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09



 

 

Low Complexity BCM with Different Length 
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Abstract—The aim of this paper is to present BCM schemes using 

codewords with different lengths to different coding levels. The 

main purpose of this scheme is to allow more flexibility on the 

choice of asymptotic gain, low complexity and coding rate. This 

proposal is a solution to obtain coding gains without bandwidth 

expansion and high decoding complexity. The proof of concept is 

a BCM/QPSK scheme, over Gaussian and Rayleigh channels, 

obtained by Monte Carlo simulation. The results presented 

showed that the arrays with different length codewords are better 

than an equivalent array with equal length codeword using the 

same sub-optimum decoding algorithm. Furthermore, the serial 

operations number to decode the proposed array is less than to 

decode the conventional array. 

Index Terms—Block coded Modulation (BCM), Euclidean 

distance, Sayegh’s array, Ungerboeck’s set partitioning. 

I. INTRODUCTION 

The conventional way to design BCM schemes is by using a 

codewords array known as Sayegh array [1]. 

In the Sayegh array, each array row is a codeword where the 

Hamming distance is inversely proportional to the 

correspondent subset Euclidean distance generated by 

Ungerboeck partitioning [2]. Conventionally, the array rows 

have equal length codewords [3]-[4]. As the codes choice is 

essentially a heuristic process, there are several block codes 

combinations that can be used to a specific performance goal 

[5]-[8]. To satisfy the trade-off between coding gain and 

coding rate, long length codewords can be necessary; long 

length codewords can increase the decoding complexity. In 

order to increase the number of optimum solutions, the use of 

codewords with different lengths for different coding levels (or 

rows) in the array can be a good alternative. 

II. ARRAY WITH DIFFERENT LENGTH CODEWORDS 

The arrays construction with different length codewords can 

be done in the conventional way, i.e. [9], combining the 

Ungerboeck partitioning [2] with the Sayegh array [1]. 

However, to decrease the serial operations number in the 

decoding process, some coding level are formed with 

codewords whose length is the array highest length codeword 

factor.  

 

 

 

 

 

 

 

 

 

 

The codes array for QPSK coded scheme with (21,11,6) and 

(7,4,3) component codes in the first and second rows, 

respectively, is shown in Figure 1, where v20, v19,..., v0 are bits 

of a (21,11,6) codeword and u6, u5,..., u0 are bits of a (7,4,3) 

codeword, being the second row formed by three codewords. 

The symbol QPSK is made by one bit from first row and one 

bit from second row. 

Table I presents arrays with different length codewords 

using QPSK, 8-PSK, and 16-QAM modulations with their 

respective theoretical asymptotic coding gains and coding 

rates. It is taken into account that the coded modulations 

coding rate per array must be equal to the uncoded 

modulations to which they are compared to so that both have 

kept the same spectral efficiency [1]-[4]. 

 
TABLE I 

ARRAYS WITH DIFFERENT LENGTH CODEWORDS. 

 

BCM ARRAY CODING 

RATE 

ASYMPTOTIC 

CODING GAIN 

QPSK (21,11,6) 

3x(7,4,3) 

0.55 5.18 dB over BPSK 

8-PSK (21,1,21) 

(21,11,6) 

3x(7,4,3) 

0.38 5.35 dB over BPSK  

16-QAM (21,1,21) 

(21,11,6) 

3x(7,4,3) 

(21,20,2) 

0.52 4.8 dB over QPSK 

16-QAM (21,11,6) 

3x(7,3,4) 

(21,20,2) 

(21,21,1) 

0.73 6 dB over 8-PSK 

 

Naturally, the main question at this point is: “What are the 

advantages of the arrays with different length codewords 

compared to conventional arrays?” 

Besides the evident flexibility, there is a hard decision 

decoding complexity reduction according to Table II where the 

array (21,11,6) and (7,4,3) codes are compared to two 

conventional arrays; (16,7,6) and (16,11,4) and other (16,5,8) 

and (16,11,4). Thus, another important advantage is going to 

be highlighted forward in the Performance Results item. 

Rui Rodrigues Simões Júnior 
National Institute of Telecommunications - Inatel 

P.O. Box  - 37540-000 

Santa Rita do Sapucaí - MG - Brazil 

ruirs@inatel.br 

Geraldo Gil Ramundo Gomes 
National Institute of Telecommunications - Inatel 

P.O. Box  - 37540-000 

Santa Rita do Sapucaí - MG - Brazil 

ge@inatel.br 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 173



 

 

Fig. 1. Codes array with different length codewords.

 

TABLE II 

ARRAYS WITH DIFFERENT LENGTH CODEWORDS  

COMPARED TO CONVENTIONAL ARRAYS. 

 

Array (21,11,6) 

3x(7,4,3) 

(16,7,6) 

(16,11,4) 

(16,5,8) 

(16,11,4) 

Modulation QPSK QPSK QPSK 

Asymptotic coding 

gain 

5.18 dB over 

BPSK 

5.28 dB over 

BPSK 

6 dB over 

BPSK 

Coding rate 0.55 0.56 0.5 

Serial operations 

Number to hard 

decoding 

564 773 721 

Error correction  

(1
st

 row) 

2 2 3 

Error correction 

(2
nd

 row) 

3 1 1 

 

III. DECODING ALGORITHM 

The Sayegh’s sub-optimum multistage decoding algorithm 

used for hard and soft decision, based on a real line [10], can 

be summarized in following items.  

 

A.  The M-PSK modulation symbol can be represented by 

integer numbers over a real line, where the transmitted 

symbols are integers and after contamination by additive noise 

are transformed in real numbers, according (1), illustrated by 

Figure 2. 
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Fig.2. 8-PSK constellation for transmitted integer and received real numbers. 

 
π

α

2

M
Po =      (1) 

where M is the PSK modulation index and α is the angle 

formed between the received symbol and circumference 

center. Considering the integer numbers like transmitted 

signals and the real numbers like received signals, then, there 

is sufficient information for the decoding process, because the  

 

 

bidimensional received symbol translated to a real value keeps 

the distance structure. 

B.  Each received symbol is approached for the nearest 

integer and the respective distance between them is stored. The 

binary array is remounted, where each array row is 

hierarchically decoded. If the error number in a row is greater 

than code correction capacity, then the distance information 

stored will be used to try to correct these errors. The decoding 

process is concluded when all array rows are codewords. 

IV. PERFORMANCE RESULTS 

In general, it is very difficult to make an exact BCM scheme 

bit error rate prediction [4]. Analytical expressions, such as the 

ones used for BER in linear modulation schemes are not 

available [4]; in this way computational simulations are the 

most efficient method to evaluate the BCM schemes 

performance [9]. 

Figures 3 and 4 present the BER for AWGN and Rayleigh 

channels with Sayegh’s multistage decoding algorithm for hard 

decision and soft decision to (21,11,6) and 3x(7,4,3) BCM 

scheme. Figure 3, where BER equal 10
-7

 in AWGN channel, 

the gain obtained is 2.9 dB with the decoding per hard 

decision and 4.5 dB per soft decision, which represents only 

0.68 dB of the calculated theoretical asymptotic gain. And 

finally, Figure 4 in Rayleigh channel, where BER equal 10
-5

, 

the gain obtained per hard and soft decisions are respectively 

19 dB and 26 dB. 
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Fig.3. (21,11,6) and 3x(7,4,3) BCM performance on AWGNchannel. 
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 Fig.4. (21,11,6) and 3x(7,4,3) BCM performance in the Rayleigh channel. 

 

The BCM/QPSK coded schemes with hard decoding formed 

by the codes (21,11,6)/3x(7,4,3) obtained a gain over the 

conventional codes schemes (16,7,6)/(16,11,4) and 

(16,5,8)/(16,11,4) with 0.5 dB and 0.3 dB in AWGN channel, 

and 2.5 dB and 1.8 dB in the Rayleigh channel respectively, 

according to simulations and illustrated by the Figures 5, 6, 7 

and 8, as well. 
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Fig.5. (21,11,6) / 3x(7,4,3) and (16,7,6) / (16,11,4) BCM 

performance on AWGN channel. 

B
E

R

Eb/No dB

0 5 10 15 20 25 30
.10

5

.10
4

.10
3

0.01

0.1

1

2, Bd5

(16,7,6) e (16,11,4)

(21,11,6) e 3x(7,3,4)

Legend:

BPSK uncode

 Fig.6. (21,11,6) / 3x(7,4,3) and (16,7,6) / (16,11,4) BCM  

performance in the Rayleigh channel. 
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Fig.7. (21,11,6) / 3x(7,4,3) and (16,5,8) / (16,11,4) BCM  

performance on AWGN channel. 
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Fig.8. (21,11,6) / 3x(7,4,3) and (16,5,8) / (16,11,4) BCM  

performance in the Rayleigh channel. 
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V. CONCLUSION 

The results obtained by computer simulations showed that 

the (21,11,6) and 3x(7,4,3) BCM array performance is better 

than the (16,7,6) and (16,11,4) or (16,5,8) and (16,11,4) 

equivalent BCM arrays. Notice, the decoding complexity to 

(21,11,6) and 3x(7,4,3) BCM array is smaller than the (16,7,6) 

and (16,11,4) or (16,5,8) and (16,11,4) BCM arrays. The 

results suggest to be possible to find other arrays with different 

length codewords better than their equivalent equal length 

codeword arrays. Although there is more powerful channel 

coding schemes, like Turbo and LDPC [7]-[8], the BCM 

schemes presented in this paper are suitable for wireless 

applications with low cost, low complexity and 4-6 dB coding 

gain. Using the Sayegh’s sub-optimum multistage decoding 

algorithm was possible to obtain coding gain near to the 

calculated asymptotic gain. 
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Abstract—Advances in millimetre radio waves 

technologies will soon make smart antennas easily portable 
in size.  Furthermore, the scarcity of the radio spectrum 
now encourages the use of cognitive radios so that the 
spectrum could be shared between a secondary and a 
primary network.  This paper thus brings a new approach 
for a smart-antenna-equipped MANET (Mobile Ad hoc 
NETwork), acting as a secondary network, to estimate its 
interference to fixed primary network antennas.  By 
knowing only a coarse probabilistic estimate of each 
primary antenna location, the aggregate interference is 
voluntarily overestimated by the MANET, since the 
primary network imposes an aggregate interference safety 
margin for the MANET to respect, following an adequate 
minimum probability.  The MANET can thus assess the 
impact of its future spectrum sharing with the primary 
network and take countermeasures accordingly, by means 
of simulations prior to deployment. 

Index Terms—cognitive radio, interference estimation, 
mobile ad hoc network, probabilistic location, smart 
antennas. 
 

I.  INTRODUCTION 
 

The need for a wireless network of any kind to be able to 
share the same spectrum of an already well-established legacy 
network now becomes imperative.  A large portion of the 
licensed spectrum remains mostly unused or under-utilized, as 
reported in many radio spectrum measurement results [1-2].  
This indicates that the current spectral shortage may be 
partially relieved by a more flexible user access rather than the 
presently rigid and static spectral allocation [3]. 

A wireless network can now be spectrally aware of its 
surrounding, and take intelligent decisions accordingly, with 
the use of the relatively new and promising cognitive radio 
concept.  Also, by using a smart antenna, a network device is 
not restricted to transmit and receive with an omnidirectional 
radiation pattern antenna.  Instead, by means of multiple 

antennas at the transceiver, forming an antenna array, such a 
device can smartly choose the direction and width of its 
radiation beam by properly tuning its transceiver tap weight 
coefficients.  It is at the advantage of the cognitive radio 
network to exploit such transmission and reception directivity 
in order to allow it to coexist in close proximity of a legacy 
network even if both share the same frequency band, since 
spectrum is a very scarce resource [4].  The details about beam 
steering or beam width adaptation are however not addressed 
in this paper, as a very inspiring and useful application is 
considered instead. 

In this paper, we consider cognitive smart-antenna-
equipped MANET deployment.  Such a structure-free wireless 
network is highly relevant as it is attractive for a very large 
scope of fast and low cost applications such as emergency 
rescues, military interventions, security for very crowded 
special events, etc.  The scheme we propose is to let the 
primary network impose an interference protection 
requirement to be respected by the MANET, such that the 
latter can assess if its deployment is acceptable.  The main 
obstacle lies in the MANET’s knowledge of the location of 
each fixed primary antenna.  In fact, the very poor interaction 
between both networks only allows the MANET to have a 
probabilistic estimate of those antennas, unlikely with a 
satisfying accuracy.  This problem being known by the 
primary network managers, the interference protection 
requirement is thus supplemented with a minimum probability 
of being respected.  We therefore propose a new interference 
estimation technique for the MANET to voluntarily 
overestimate the interference it causes to the primary network, 
so an interference safety margin can be respected with respect 
to the estimate, following the aforementioned minimum 
probability. 

On the following sections, we present the system models 
for the primary network requirement, the location estimate of 
primary antennas, radio wave propagation and antenna, 
followed by MANET communication.  Then, we give a 
detailed explanation of our proposed interference estimation 
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technique, to end with simulations results and interpretation 
before concluding this paper. 
 

II.  SYSTEM MODELS 
 

We assume the same frequency band to be used by both 
the MANET and primary network.  There is no possible 
communication between both networks.  We assume that each 
node of the MANET has only one half-duplex transceiver.  
We omit temporal details about whether communication 
among nodes is synchronous (like TDMA) or asynchronous 
(like CSMA), and the protocols used, as those do not influence 
our simulations results. 

In the remainder of this paper, the set of all primary 
antennas is defined as SP, and the set of all transmitting and 
receiving nodes are defined as ST and SR, respectively.  We 
only consider the interference caused by the MANET to the 
primary antennas, which are assumed to be constantly in 
receiving mode for a worst case assessment.  All primary 
antennas are also assumed to be omidirectional with a unitary 
gain. 
 
A.  The primary network requirement 
 

Despite all the processing power embedded in each 
MANET node, as well as the always more sophisticated 
models to predict radio wave propagation on many types of 
environment, there is inevitably a difference or error between 
the estimated aggregate interference the MANET causes to 
any primary antenna, as compared to the actual aggregate 
interference.  We call the former IA,e(p) and the latter IA(p), for 
all p∈SP.  It is more appropriate in our scheme to talk of an 
aggregate interference offset on p, denoted as IA,o(p), instead of 
an aggregate interference error, as this difference can be 
probabilistically selected by the MANET, as explained 
subsequently, to reduce the interference on the primary 
network. 

By defining IR(i,p) as the actual interference received by a 
primary antenna p from a single transmitting node i, and 
IR,e(i,p) as the estimated interference, we thus define IA(p), 
IA,e(p) and IA,o(p)  for all p∈SP as: 
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If IA,o(p) > 0, then the MANET has overestimated the 
interference it causes on p, and the future MANET decisions 
are less likely to be harmful for p, but more likely to decrease 
the MANET communication efficiency.  Since the values of 
IA,e(p) ∀p∈SP have great influence on future MANET 
decisions, which in turn have a direct impact on the 
interference caused to the primary network, the latter could 
accept to share it precious frequency band with the former 
only if some restriction applies to IA,o(p)∀p∈SP. 

In our scheme, we assume the primary network to impose 
an aggregate interference safety margin, denoted as IA,SM, for 

the MANET to respect following a given safety margin 
probability denoted as ηSM, where 0 ≤ ηSM ≤ 1.  IA,SM and ηSM are 
assumed to be constant and the same for all primary antennas, 
for simplicity.  However, using different values of IA,SM and ηSM 
for each antenna would be very easy to implement, as a 
generalization of our present work.  The primary network thus 
accepts to share its spectrum with the MANET if and only if 
the following requirement is met by the latter: 

 ( )( ) [ ], , η , 1 ,A o A SM SM PP I p I p S> ∈ ∀ ∈ , (2) 

The above requirement is the core of our contribution. The 
MANET has to assess by simulation if this requirement can be 
met, while still providing an acceptable communication 
among its nodes. 
 
B.  Location estimate of primary antennas 
 

Upon the deployment of the MANET in the same area as 
the primary network, we assume it to never know the exact 
location of each primary antenna.  Nonetheless, since several 
techniques have been proposed over the years to estimate the 
location of primary transceivers, such as by means of multiple 
transmitter localization as in [5-6] just to name a few, we 
assume the MANET to have a coarse estimate of such 
information.  Location estimates, such as the expectation, are 
much more useful if they are complemented with some 
indication about their precision [7]. 

We assume the uncertainty about the actual location to be 
described by a probability distribution, so that the uncertainty 
associated with the location of each primary can be visualized.  
This can be done by drawing an ellipse centered at the 
expected location such that the orientation and size of the 
ellipse describes the uncertainty of the location estimate as 
well as possible [7]. 

The MANET location estimate of each primary antenna p 
is therefore modeled as a bivariate Gaussian random variable 
with means µx(p) on the abscissa and µy(p) on the ordinate, and 
standard deviation σxy(p) on both axes for simplicity.  We thus 
obtain an uncertainty circle (UC) with radius RUC(p) = 
ΩUCσxy(p), where ΩUC is the uncertainty coefficient, for each 
primary p and centered at (µx(p),µy(p)).  The actual location of 
each primary p is defined as (x(p),y(p)). 

When the MANET has to consider requirement (2), the 
choice for the value of ΩUC is of key importance.  Indeed, this 
single parameter brings a decisive trade-off between being 
accepted by the primary network to operate on the same 
frequency band, and providing an acceptable QoS among 
MANET nodes.  Considering an uncertainty ellipse instead of 
an uncertainty circle is more realistic and is left for our future 
work. 
 
C.  Propagation and antenna 
 

We use roughly the same antenna model as in [8].  
Suppose we have a transmitting node i and receiving node j.  
Let GT(i) = 2π/θ(i), where GT(i) is the antenna gain of the 
transmitting node i, with its beam width θ(i) and beam 
direction φ(i).  Similarly, let GR(j) = 2π/θ(j), where GR(j) is the 
antenna gain of the receiving node j with its beam width θ(j) 
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and beam direction φ(j).  Antenna beams are modeled as circle 
sectors, as we assume the main lobe to be much more 
important than all the side lobes together.  For the remaining 
of this paper, we use the word “sector” instead of “circle 
sector”. 

Let d(i,k) be the distance between i and any receiver k 
(receiving node or primary antenna).  The path loss gain 
Gα(i,k) with path loss exponent α of the transmitted power as a 
function of d(i,k), by considering a constant unitary gain for a 
distance smaller than the reference distance d0 , is defined by: 

 ( )
( ) ( ) [ ]

( ) ( )
0

α α

, , , 0,
,

, , , otherwise

C i k d i k d
G i k

d i k C i k−
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⎪⎩

, (3) 

where C(i,k) is a zero mean Lognormal random variable, with 
standard deviation σC, representing the slow fading on the 
radio channel between i and k, as in [9].  There is no need to 
consider the fast fading since we assume it to be averaged in 
our model. 

Let ψ(i,k) be the angle between positions (x(i),y(i)) and 
(x(k),y(k)) of node i and receiver k, respectively, and let ψ(k,i) 
be the angle between (x(k),y(k)) and (x(i),y(i)).  Also, let 
∆T(i,k) = |φ(i) - ψ(i,k)| and ∆R(i,k) = |φ(k) - ψ(k,i)|.  Since ψ(i,k), 
ψ(k,i), φ(i) and φ(k)  are angles indicating a direction, they 
must be relative to the same reference.  We define a binary 
gain GTR(i,j), taking either the value 1 or 0, depending on 
whether the receiving node j can receive transmitted power 
from node i as per the width and direction of both antenna 
beams, by the following equation and shown on Fig. 1: 

 ( ) ( ) ( ) ( ) ( )θ θ
, ∆ , ∆ ,

2 2TR T R

i j
G i j i j i j

⎛ ⎞ ⎛ ⎞
= ≤ ∧ ≤⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

. (4) 

( )jθ

( )iϕ

( ),i jψ
Node j

Node i( )ψ ,j i

( ),T i j∆

( )iθ

( )jϕ

( ),R i j∆

( ),d i j

 
Fig. 1.  Visual representation of the binary gain GTR(i,j) for  a transmitting 

node i and a receiving node j. 
 

The grey line shown on Fig. 1, joining nodes i and j, and 
passing through both sectors, represents the condition to have 
GTR(i,j) = 1.  If we let PT(i) be the transmission power of node 
i, and PR(i,j) be the received power at node j, then we have: 

 ( ) ( ) ( ) ( ) ( ) ( ), , ,R T T R TRP i j P i G i G j G i j G i jα= . (5) 

We define a binary gain GTP(i,p), taking either the value 1 
or 0, depending on whether node i can cause interference to 
primary p as per the width and direction of its antenna beam, 
by the following equation: 

 ( ) ( ) ( )1, if , / 2
,

0, otherwise
T

TP

i p i
G i p

∆ < θ⎧
= ⎨
⎩

. (6) 

IR(i,p) ∀i,p is thus defined as: 

 ( ) ( ) ( ) ( ) ( ), , ,R T T TPI i p P i G i G i p G i pα= . (7) 

Because of power attenuation as a function of distance, 
from a transmitting node, the received power might be so 
small at a receiving node or primary that it becomes irrelevant, 
even as interference, so we consider it to be null.  Hence, we 
define the minimal non zero power PMNZ as the power threshold 
from which any lower power is automatically set to null.  
When a transmitting node i uses the transmission power PT(i), 
we consider the distance from i’s position, at which the power 
reaches PMNZ, by neglecting the slow fading for such a small 
power and setting C(i,j) = 1, to be rMNZ(i) and defined as: 

 ( ) ( ) ( )T T
MNZ

MNZ

P i G i
r i

P
α= , (8) 

which is obtained from (5) with replacements: PR(i,j) → PMNZ, 
Gα(i,j) → rMNZ(i)-αC(i,j), GR(j) → 1 and GTR(i,j) → 1. 
 
D.  MANET communication 
 

Let γSINR be the SINR threshold for which a communication 
link with transmitting node i is considered successful toward a 
receiving node j, in the presence of other interfering 
transmitted power from ∀h∈ST|h≠i.  The chosen constant 
noise power NR, at the listening nodes, takes into account the 
interference generated by the primary antennas to the 
MANET, in addition to the thermal noise.  We use roughly the 
same interference model as in [10], so  that the condition for 
such a link to be successful is presented as follow (the link is 
said to be failed otherwise): 
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A receiving node j is said to be in communication range of 
a transmitting node i if, by supposing there is no interference 
caused by any other transmitting node, it has its SNR ≥ γSINR.  
The distance from i’s location of this communication range to 
j’s location is considered to be rCOM(i,j).  Let rCOM,e(i) be the 
MANET estimate of rCOM(i,j) which does not take the slow 
fading into account by setting C(i,j) = 1, so that it does not 
depend on j.  rCOM(i,j) and rCOM,e(i) are defined as: 
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which are obtained from (5) with replacements: PR(i,j) → 
γSINRNRGR(j), Gα(i,j) → rCOM(i,j)-αC(i,j) and GTR(i,j) → 1. 
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III.  PROPOSED INTERFERENCE ESTIMATION TECHNIQUE 
 

From what has been discussed in section II, we now show 
how the MANET can use ΩUC as a way to adequately 
overestimate the aggregate interference it causes to the 
primary antennas.  We define rINT(i,p) as the interference radius 
from a transmitting node i to a primary p, which would result 
on IR(i,p).  If IR(i,p) = 0 then rINT(i,p) is not considered and can 
have any arbitrary value, otherwise rINT(i,p) = d(i,p).  The 
MANET estimate of rINT(i,p) is rINT,e(i,p) so that if IR,e(i,p) = 0 
then rINT,e(i,p) is also not considered, otherwise rINT,e(i,p) is a bit 
more tricky to obtain and explained in the following.  

The MANET considers that node i causes interference to 
primary p if its transmission sector overlaps p’s UC.  Indeed, 
if i lies outside p’s UC, the MANET considers the interference 
that i causes to the closest point on p’s UC circumference for 
the value of IR,e(i,p).  On the other hand, if i lies inside p’s UC, 
the MANET considers the interference that i causes to the 
same point as i’s own location for the value of IR,e(i,p). 

If i lies outside p’s UC, let β(i,p) be the angle formed by 
two lines tangent to the UC, on opposite sides of it, and 
joining at i, as shown on Fig. 2, and let ∆T,e(i,p) be the 
MANET estimate of ∆T(i,p). 
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Fig. 2.  Visual representation of the variables defining the relation between a 
transmitting node i and a primary antenna p (with rINT,e(i,p) having an arbitrary 

value). 
 

Let GTP,e(i,p) be the MANET estimate of GTP(i,p), then: 
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IR,e(i,p) ∀i,p is thus defined as: 

 ( ) ( ) ( ) ( ) ( ), , ,, , ,R e T T INT e TP eI i p P i G i r i p G i p−α= , (12) 

which is obtained from (7) with replacements: IR(i,p) → 
IR,e(i,p), Gα(i,p) → rINT,e(i,p)-αC(i,p), C(i,p) → 1 and GTP(i,p) → 
GTP,e(i,p). 

Note that the gain GTP,e(i,p) is not binary like its counterpart 
GTP(i,p).  Indeed, the reason for having the first possible value 
of GTP,e(i,p) in (11) is to cancel the path loss effect in (12), in 
the special case where i lies inside p’s UC.  If GTP,e(i,p) = 0 
then rINT,e(i,p) is not considered, and if GTP,e(i,p) = rINT,e(i,p)α then 
rINT,e(i,p) is cancelled in (12).  The remainder of this section 
demonstrates how to find rINT,e(i,p) in the case where GTP,e(i,p) = 
1. 

When i lies outside p’s UC, two cases may occur giving 
GTP,e(i,p) = 1, depending on the value of ∆T,e(i,p), which 
influences the way we calculate rINT,e(i,p).  The first case occurs 
if 0 ≤ ∆T,e(i,p) ≤ θ(i)/2, for which we have to find the value of 
rINT,e(i,p) such that the resulting arc on i‘s sector is tangent to 
p’s UC.  Then we simply have rINT,e(i,p) = de(i,p) – RUC(p). 

The second case occurs if  
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for which the grey triangle formed on Fig. 3 can be used to 
find the value of rINT,e(i,p). 
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Fig. 3.  Visual representation of the second case in calculating rINT,e(i,p) when 

GTP,e(i,p) = 1. 
 

We assign the grey triangle sides on Fig.3 to a = rINT,e(i,p), 
b = de(i,p), c = RUC(p), and also the already known angle ωC = 
∆T,e(i,p) – θ(i)/2.  Hence, we get the order 2 polynomial as a 
function of a, from the law of cosines: 

 2 2 22 cos( ) ( ) 0Ca b a b c− ω + − = , (14) 

with roots given by: 

 2 2 2cos( ) (cos ( ) 1)C Ca b b c= ω ± ω − + . (15) 

The smallest root of this polynomial gives the length of a 
intersecting with p’s UC without passing through it yet, while 
the greatest root gives the length of a passing through the 
circle before intersecting with it for the second time.  Thus, we 
are only interested in the first root, and rINT,e(i,p) is given by: 
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Once rLIM,e(i,p) is known, IA,e(p) and finally IA,o(p) for all 
p∈SP can be calculated from (12) and (1). 
 

IV.  SIMULATIONS 
 

We have performed a Monte Carlo simulation, consisting 
of 10000 independent trials.  All MANET nodes have the 
same transceiver beam width set to 60°.  The reason behind 
this nodes beam width setting is to better asses the advantage 
of using smart antennas, while always ensuring a relatively 
high connectivity among nodes by choosing a narrow 
reception beam.  For each simulation trial, the MANET nodes 
are randomly placed in a 2D simulation area following a 
uniform distribution.  In the same area, the estimated locations 
of the primary antennas, i.e. (µx(p),µy(p)) ∀p∈SP, are also 
placed following a uniform distribution.  Then, a bivariate 
Gaussian distribution is used to randomly place the actual 
locations of the primary antennas, i.e. (x(p),y(p)), with means 
(µx(p),µy(p)) and standard deviations σxy(p) on both axes, for all 
p∈SP, where all σxy(p) are randomly set from a uniform 
distribution.  These actual primary antennas locations, i.e. 
(x(p),y(p)) ∀p∈SP, may lie outside the simulation area but still 
be considered. 

Communication links are established among MANET 
nodes in order to simulate the interference they cause to the 
primary antennas.  Each node has its antenna beam steered 
directly toward its peer if it forms a link, otherwise no beam is 
used as such a node is thus considered idle.  The appendix 
presents the algorithm we have created to ensure a relatively 
high MANET connectivity composed of only successful links.  
We call this algorithm: CSRRT (Closest Successful Receiver 
to Random Transmitters) and the results depend on the chosen 
link factor ξ.  This algorithm is clearly suboptimal, but easy to 
simulate while giving a rather realistic connectivity.  Although 
failed links are unfortunately abundant in real world 
communications, there is no need to consider them as they do 
not affect our simulation results in any way.  For each 
MANET connectivity, IA,o(p) ∀p∈SP are calculated for ΩUC = 
{0.0, 1.0, 2.0, …, 50.0}.  Table I summarizes all identical 
input parameters used for each simulation trial. 
 

TABLE I 
SIMULATION INPUT PARAMETERS 

 
MANET and Primaries Communication 
Simulation area = 1 km × 1 km NR = 10-7 mw 
Transceivers beam width = 60° γSINR = 63.0 (18 dB) 

Number of nodes = 25 PMNZ = 10-8 mw 
Number of primaries = 5 d0 = 1.0 m 
σxy(p) ~ U[10, 30] m α = 2.1 

ξ = 1.2 σC = 0.2 
 
 

A.  Results and interpretation 
 

The simulation results are presented on Fig. 4, representing 
P(IA,o(p) > IA,SM) ∀p∈SP, but it is actually P(IA,o(p) ≤ IA,SM) ∀p∈SP 
which is displayed, as it is more appropriate for further 
explanation, and the former is simply the complement of the 
latter.  Fig. 4 (a) and (b) both give exactly the same simulation 
results, but each allows a different interpretation to better 
assess the strength of our interference estimation technique.  
The curves seem to be very smooth, but this is due to the very 
high number of trials we used for the Monte Carlo simulation.  
The abscissa of Fig. 4 (a) actually reaches about 48.25 watts 
for the curve of ΩUC = 50.0 to reach an ordinate of 1.0, but has 
been clipped to not exceed the range of interest. 

Fig. 4 (a) is best suited for the MANET to evaluate the 
interference it would cause to the primary network, given a 
specific value of ΩUC.  For example, the dashed lines on Fig. 4 
(a) show that, by using ΩUC = 35.0, the MANET could meet 
requirement (2) with ηSM = 0.8 and IA,SM = 2.6 watts.  This can 
also be verified on Fig. 4 (b) with the dotted lines. 

Fig. 4 (b) is best suited for the MANET to know the 
minimum value of ΩUC it must use to respect the primary 
network’s requirement.  For example, the dashed lines on Fig. 
4 (b) show that, in order for the MANET to meet requirement 
(2) with ηSM = 0.7 and IA,SM = 2.0 watts, a minimum value of 
ΩUC = 26.5 of must be used.  This can also be verified on Fig. 
4 (a) with the dotted lines. 

As can be seen on Fig. 4 (a), even for small negative 
values of IA,SM, which would be however non sense for the 
primary network to impose to the MANET, a very small 
probability of having IA,o(p) ≤ IA,SM still exists.  In fact, this can 
occur relatively frequently if p’s actual position lies outside its 
UC, but it becomes much more improbable as p’s actual 
position gets inside its UC meanwhile far from the edge.  The 
parameter σC of our propagation model also has a considerable 
impact on the value of IA,o(p): the greater the value of σC is, the 
greater is the probability of having IA,o(p) < 0 for a small value 
of ΩUC, as IA(p) would tend to be greater than IA,e(p).  As ΩUC 
increases however, IA,o(p) also tends to positively increase, so 
it becomes more likely that IA,o(p) ≤ IA,SM for greater values of 
IA,SM.  The curve of ΩUC = 0.0 is very steep as a result of the 
very small values of IA,o(p) at this coefficient with our 
simulation input parameters. 

On Fig. 4 (b), there is a remarkable distance between the 
curves for IA,SM = 0.0 and 0.5 watts.  At the very beginning of 
the abscissa, i.e. at ΩUC = 0.0, one can see that the curves for 
IA,SM = 0.0 watts have a value of about 0.5 on the ordinate.  This 
can be interpreted directly with the help of the curves for ΩUC 
= 0.0 on Fig. 4 (a).  Indeed, about half the points composing 
this curve are for negative values of IA,o(p) ∀p∈SP.  The 
aforementioned distance thus comes from the fact that even 
for a very small value of IA,SM greater than zero, P(IA,o(p) ≤ IA,SM) 
∀p∈SP gets very close to 1.0. 

On Fig. 4 (a), one can see that IA,o(p) ∀p∈SP does not 
exceed the range of [-0.1, 0.3] watts for ΩUC = 0.0 during all 
simulation trials.  In fact, this range is mainly related to the 
limits of the uniform distribution used to set σxy(p) ∀p∈SP, and 
clearly shows the importance of using an UC if the 
requirement (2) is to be considered by the MANET. Also,
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(a) 

 
(b) 

 
Fig. 4.  Empirical results of P(IA,o(p) ≤ IA,SM) ∀p∈SP for ΩUC from 0.0 to 50.0 and IA,SM from 0.0 to 5.0 watts:  (a) curves of ΩUC as a function of IA,SM, (b) curves of 

IA,SM as a function of ΩUC. 
 
without an UC, the difference between actual and estimated 
aggregate interferences cannot be very high when  using as 
many as 25 nodes, since individual interference 
overestimation and underestimation may partly cancel each 
other if σC is reasonably low.  Also, the curve for ΩUC = 0.0 is 
very steep because most values of IA,o(p) ∀p∈SP are very close 
to zero either on positive or negative side and only few 
minority gets visibly distant from zero. 
 
B.  Discussion 

 
The curves presented on Fig. 4 could have a very different 

scale by changing any of the simulation parameters.  
Augmenting the number of nodes or number of primary 
antennas increases exponentially the required simulation time.  
Most importantly, one should be aware that these results 
strongly depend on our antenna and propagation model as well 
as our CSRRT algorithm to generate communication links 
among MANET nodes.  While using more precise models 
could be preferable, we can say without lose of generality that 
the resulting simulation curves for IA,SM and ΩUC would follow 
the same trend as presented on Fig. 4, but with a different 
scale, added to the fact that the MANET could take even 
better decisions. 
 
 
 

V.  CONCLUSION 
 
This paper has shown that by forcing a secondary wireless 

network to overestimate the aggregate interference it causes to 
a primary network, an interference safety margin can be 
respected following a chosen minimum probability.  To the 
best of our knowledge, in the research field of cognitive radios 
and spectrum sharing, no such technique for allowing a smart-
antenna-equipped secondary network to probabilistically 
ensure an interference protection margin to a primary network 
has previously been proposed yet.  The knowledge by the 
secondary network of only a coarse probabilistic estimation of 
each primary antenna is our main work’s originality. 

Furthermore, our scheme could be applied to more 
conventional structured networks such as cellular networks, as 
well as to ad hoc networks such as sensors networks or 
MANET.  It is also especially designed to promote the smart 
antenna technology, for which cognitive radio devices are very 
likely to be equipped in the near future.  Finally, our scheme 
has been proven to bring significant advantages for the 
deployment of any secondary spectrum sharing system, as 
sustained by our simulation results. 
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APPENDIX 
 

This appendix describes our CSRRT algorithm we use to 
generate a relatively high number of successful one-hop 
communication links between MANET nodes (see section 
II.D).  A link is composed of only one transmitting and 
receiving nodes pair, respectively denoted as nodes i and j.  
For convenience, we ensure that each link’s SNR equals γSINRξ, 
where ξ is a chosen link factor (the interference is not 
considered to be part of the noise), so i‘s transmission power 
is set to: 

 ( ) ( ) ( ),
SINR R

T
T

N
P i

G i G i jα

γ ξ
= , (17) 

which is obtained from (5) with replacements: PR(i,j) = 
γSINRξNRGR(j) and GTR(i,j) = 1. 

We define a link as “accepted” if two rules are 
simultaneously satisfied (the link being “rejected” otherwise): 

1. The link must be successful despite the presence of 
all other accepted links; 

2. All accepted links must remain successful despite the 
acceptance of this link. 

The algorithm is presented on Fig. 5.  The objective is to 
fill the matrix MLinks with as much successful links as possible 
(no failed links). 
 

NNodes = Number of MANET nodes 
VNodes = Radom permutation of [1, 2, …, NNodes] //Unique ids 
MLinks = [] //Empty matrix of all MANET links, dimension 0×2 
VNot_TX = [] 
for i = VNodes 
    if (i ~= VNodes(end)) 
        VTemporary = VNodes((i+1):end)∪VNot_TX 
    else 
        VTemporary = VNot_TX 
    end 
   VTemporary = Ascending ordering of VTemporary w.r.t. i 
                    // i is the transmitter, and all elements of VTemporary             
                    // are potential receivers (only one chosen), they 
                    // are thus ordered with respect to their respective 
                    // physical distance to i.  The remaining of the  
                    // algorithm tries to choose the closest node as the 
                    // receiver (if the link is successful). 
    flag_successful = false; 
    for j = VTemporary 
        if (i and j forms a successful link) 
            MLinks(end+1, :) = [i, j] 
            flag_successful = true 
            break 
        end 
    end 
    if (~flag_successful) 
        VNot_TX(end+1) = i 
    end 
end 

 
Fig. 5.  Our CSRRT algorithm to generate a relatively high number of 

successful MANET links, based on Matlab scripting language. 
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Adaptive Interference Cancellation Antenna System  

 
Abstract—This paper describes simulation results of an 

adaptive interference cancellation system that creates an 
adaptive null at the interference source, by collaboration with the 
victim receiver.  The adaptive cancellation is achieved by 
sampling the primary transmitted signal and applying phase and 
amplitude adjustments to cancel the interfering component from 
the primary transmit antenna.  The paper describes an antenna 
simulation method to analyze and evaluate the cancellation 
performance.  Both the source and victim antenna systems are 
simulated using Method of Moments simulation.  The primary 
source antenna is an electronically steered phased array with 
steering along one axis.  A fixed auxiliary antenna is positioned 
next to the primary antenna. The feed into this auxiliary antenna 
element is adjusted in phase and magnitude to achieve 
cancellation at the victim antenna. The cancellation ratio is 
evaluated for a number of steering positions of the primary 
source antenna. This system differs from more common 
cancellation schemes that are applied at the victim receiver 
antenna.  The novel aspect of the system described in this paper, 
is that the interference cancellation processing is done at the 
source.  The adaptive cancellation relies on feedback from the 
victim providing the interfering signal parameters.  The control 
and processing system for adaptively maintaining the null are 
discussed.  The advantage of applying antenna simulation 
techniques for the investigation of this problem is that 
fundamental performance and design issues can be assessed prior 
to implementation and installation.  

Index Terms—Adaptive, antenna, cancellation, interference, 
simulation. 

I. INTRODUCTION 
Electromagnetic compatibility (EMC) of communications 

systems is an increasing problem.  Communications systems 
deployment is on the increase, while at the same time there are 
constraints of frequency spectrum resources.  The outcome is 
that mutual interference is on the increase.  The performance 
of communications systems is directly related to the signal-to-
noise ratio available, so any interference due to EMI/C issues 
directly degrades performance.  In many situations there can 
be a degree of collaboration between an interfering source and 
a victim system.  This paper describes simulation results of an 
adaptive interference cancellation system that creates an 
adaptive null at the interference source, by collaboration with 
the victim receiver.  The adaptive cancellation is achieved by 
sampling the primary transmitted signal and applying phase 
and amplitude adjustments to cancel the interfering 
component from the primary transmit antenna.  

 

II. THE PROBLEM 
Mutual interference has been experienced between 

communications systems on a ship.  A Satellite 
communications system (Satcom) causes interference to other 
receivers onboard, nominated here as the ‘victim’.  Current 
satellite communications systems use high power and wide 
bandwidth modulation that may cause severe interference to 
sensitive receivers installed on the same platform.   Frequency 
discrimination is not sufficient due to overlap between 
allocations and the high power used by the Satcom source.  
The Satcom system uses a steerable antenna that tracks the 
geostationary satellite.  The design of the Satcom antenna 
steering makes sure that it does not illuminate the victim 
receiver with its main-lobe; however the side-lobe levels and 
reflections from the ship’s structure are high enough to cause 
significant interference to the victim receiver. 

III. PROPOSED SOLUTION 

A. Adaptive Cancellation System 
It is proposed to develop an adaptive interference 

cancellation system that creates an adaptive null at the 
interference source, by collaboration with the victim receiver.   

B. Principle of Operation 
A sample of the source transmit waveform is fed to an 

auxiliary antenna.  The initial sample level covers the side-
lobes of the source antenna.  The feed to the auxiliary antenna 
is modulated in amplitude and phase by a vector modulator 
using 2 channels being at phase quadrature over the 
interference bandwidth.  A correlator that uses both a sample 
of the victim receiver output and the source transmitter 
controls the vector modulator ‘weights’.  The cancellation 
scheme is similar to that commonly used in radar coherent 
side-lobe canceller systems, with the exception that it is 
applied to the source transmitter, rather than at the victim side.  
The block diagram in Fig. 1 illustrates the concept. 

Reuben Shar 
Thales Australia 

Locked Bag 3000, Potts Point NSW 2011 
Garden Island, Australia 

rashar@optusnet.com.au, reuben.shar@thales.group.com.au 
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C.   Interference Source antenna  

The source transmitter uses a steerable antenna (Ref [9]).  
This antenna is modeled as a phase array with 8 x 8 elements, 
as shown in Fig. 2 and 3.  The source array can be steered to 
track the satellite.  An illustration of steering is shown in Fig 
6. 

 
 

 

D. Victim antenna 
The victim antenna is an omni-directional antenna 

simulated as an array of 8 elements organized in a circle, as 
shown in Fig 4.  This is a representation of a circular 
interferometer omni mode (Ref. [3], chap. 4), Ref. [4], [5], 
[7]).  
 

 
 

E. Auxiliary antenna 
The auxiliary antenna situated next to the source antenna, is 

a single dipole element, similar to the basic elements of the 
source phased array.  It is located about 10 wavelengths from 
the centre of the source array.  The primary source with the 
auxiliary antenna system is shown in Fig. 5. 

  
 

IV. SIMULATION RESULTS 

A. Simulation Models 
The geometry and source files for the simulation models 

have been calculated using a common spreadsheet. The 
antenna simulation uses a commercial Method-of-Moments 
antenna simulation software (GNEC, based on NEC, Ref [8]).  
The models are constructed of wire segments.  The main array 
is shown in Fig. 2 and 3.  The victim antenna is shown in Fig. 
4.  The auxiliary antenna element used for cancellation is 
shown with the main array in Fig. 5. 

Fig. 5 - Model of victim receiver omni antenna 

Fig. 4 - Source basic radiation pattern 

Fig. 2 - Source array structure 

Fig. 1 - Block diagram 
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Fig. 3 – Source array model 
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B. Simulation of individual antennas 
Each antenna has been simulated separately, to ensure that 

the model resonates and has the expected pattern and gain.  
The simulation has been done at 8 GHz, which is similar to a 
real interference case that has prompted this work. 
 

C. Simulation of independent contributions  
Simulation of the received signal by the victim antenna has 

initially been done with each of the sources – the main 
antenna and the auxiliary antenna, applied independently.  

 
The response functions of the victim antenna to the main 
interference antenna and to the auxiliary antenna have been 
used in a simulated control system based on Fig. 1.  The 
optimal excitation of the auxiliary antenna for a setting of 
drive and steering of the main antenna have been simulated on 
the Method-of-Moments software (GNEC, [8], [10]), 
providing confirmation of the cancellation ratio achieved.  
 

 
The victim antenna response is calculated as a vector sum of 
the currents on the individual elements in the array.  The small 
variations in the value are due to the finite accuracy of the 
antenna simulation software and the spreadsheet, as the 
variations across input phase and amplitude for the same 

steering value are less than 5 orders of magnitude than the 
mean. 
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Fig. 8 - Auxiliary antenna amplitude response 
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Fig. 9 - Auxiliary antenna phase response 

 
As expected, the magnitude and phase response are impacted 
by the steering angle command to the main source array.  The 
steering changes in a real situation are expected relatively 
slow, and the tracking time constants in the adaptive loop will 
be set for adaptation in real time. 

Amp resp - Source Ant

-115.43496

-115.43494

-115.43492

-115.43490

-115.43488

-115.43486

-115.43484

-115.43482

-115.43480

-115.43478

-115.43476
0 50 100 150 200 250 300 350 400

Input Phase [Deg]

A
m

p 
Re

sp
 [d

B
]

Inp Amp=1
Inp Amp=2
Inp Amp=5
Inp Amp=10

 
Fig. 10 - Main Source antenna amplitude response (20 deg steering) 

Fig. 7 - Source antenna with steering applied 

Fig. 6 - Source array with auxiliary antenna element 
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Fig. 11 - Main Source antenna phase response (20 deg steering) 

D. Static cancellation setup 
Each of the emitters, the main interference source and the 

auxiliary antenna, is turned on individually.  The magnitude 
and phase at the victim antenna are measured for each of the 
contributors.  The auxiliary element drive is calculated and 
adjusted to provide the same amplitude and opposite phase to 
the main antenna.  The cancellation ratio is evaluated by 
calculation of interference levels with and without the 
auxiliary antenna contribution. 
The individual contributions and cancellation ratio, in the 
‘best case’ static conditions are shown in Table 1. The values 
shown are for a source magnitude of 10. In this case the 
control system response does not contribute to the cancellation 
performance. 
TABLE 1  - CANCELLATION RATIO – STATIC, WITH SOURCE 
STEERING 

 Victim received magnitude  
Steering 
[Deg] 

Source 
Array 
only 

Source and 
Aux after 
adjustment 

Cancellation 
ratio 
[dB] 

+10 2.35E-05  2.24E-10 -100.43 
+20 1.69E-05  3.10E-10 -94.73 
+30 1.16E-05  2.39E-10 -93.70 

 
This compares with the cancellation achieved dynamically 
with the control system active, as shown in TABLE 2. 

E. Control System Simulation 
The control system uses the LMS (Least Mean Squares) 

principle to find a minimum at the victim output (see Ref. [1], 
Ref. [6], chap. 9).  As the criterion for changing the vector 
modulator control weights is correlation with the interference 
source, desired signals would not be cancelled.  Simulation of 
the control system could be done in many different ways.  The 
methods used in this paper employ a common spreadsheet, in 
an iterative manner.  The spreadsheet regards each of the 
signals as a phasor.  It uses the previously established 
independent contributions of the interference source antenna 
and the auxiliary antenna to the victim receiver antenna.  As 
the model uses down-conversion to baseband, the in-phase (I) 
and quadrature (Q) components can be handled separately.  

Correlation is implemented as phasor multiplication (‘dot 
product’).  Integration uses an approximation of the form 
 

Integ_outi+1=Integ_outi * B + Integ_in * A                  (1) 

 
Where B is a positive fraction less than 1 and A is the 
Integration gain value.   
 
The initial conditions of relative phase and amplitude at the 
auxiliary element have to be set for the desired cancellation to 
occur.  If the initial conditions were set differently, the loop 
would seek a maximum instead of a minimum. 
The following plots illustrate the cancellation over time 
(number of iterations) after starting the canceller from the 
same initial conditions, for different values of main source 
steering.  This simulation has been performed for source 
antenna steering values of 10, 20 and 30 degrees from vertical.  
The source antenna magnitude has been the same as in the 
static simulation, 10.  The cancellation achieved is lower than 
the static case shown in TABLE 1. 
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Fig. 12 - Cancellation Ratio with control system – Steering=10 Deg 
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Fig. 13 - Cancellation Ratio with control system - Steering=20 Deg 

 
The auxiliary (Aux) element magnitude and phase excitation 
values from the control system output after 1000 iterations 
have been then fed into the antenna simulation, with the 
resulting cancellation ratio values for 3 steering positions 
provided in TABLE 2. 
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Cancellation - 30 Deg Steering
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Fig. 15 - Cancellation Ratio with control system - Steering=30 Deg 

 

 
Fig. 16 - static cancellation at +30 deg steering 

 
TABLE 2  - CANCELLATION RATIO – WITH CONTROL SYSTEM 

 Victim received magnitude  
Steering 
[Deg] 

Source 
Array 
only 

Source and 
Aux after 
adjustment 

Cancellation 
ratio 
[dB] 

+10 2.35E-05 7.76E-08 -49.62 
+20 1.69E-05 2.37E-08 -57.08 
+30 1.16E-05 2.04E-08 -55.08 

 
The results in Table 2 demonstrate that the control system has 
provides the correct weights for the auxiliary element path, to 
achieve the desired interference cancellation outcome.  The 
results are similar to those predicted by the control system 
simulation in Fig. , Fig.  and Fig. , but not as high as those in 
TABLE 1, still providing significant degree of cancellation.  
The cancellation achieved with the control system and antenna 

simulation is lower than that in the static case, probably due to 
precision limitations in the control system. 
The control system weights have been evaluated for a range of 
main antenna amplitudes, for a steering setting of +30 degrees. 
These weights have been fed into the antenna simulation, 
providing the following cancellation results as a function of 
input amplitude. 

cancellation vs. input level for 30 deg steering
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Fig. 17 - Cancellation over input level (+30 deg steering) 

 The simulation results in Fig.  demonstrate an input dynamic 
range of 28 dB, which is likely to be more than enough to 
cover the amplitude range presented by significant side-lobes 
of an interfering antenna.  The lower cancellation at low input 
levels is probably due to the finite precision of the simulation.  
When the interference level is already low, a lower degree of 
cancellation may be allowed without degradation of the victim 
system. 

V. CONCLUSION 
An effective interference cancellation system has been 
achieved, using collaboration between a victim receive 
antenna and an interference source.  This interference 
cancellation concept creates a spatial null at the interference 
source antenna, reducing adverse impact on the victim system.  
This technique is effective also in the case of spectral overlap 
between the two systems, ruling out conventional frequency 
domain filtering.  It can be used as one of the means for 
increased spectral reuse. 
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Fig. 14 - Elevation pattern with static cancellation at +10 deg 
steering 
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Remarks on Using a Max-plus Model for TCP in a 
Wireless Network 

 
Abstract—This paper provides a performance analysis of a 

max-plus based model for TCP protocol in a wireless network. 
Initially proposed for cabled networks, this model is unusual if 
compared to other TCP analysis found in the literature. Many of 
them are based on stochastic methods instead of using the 
deterministic approach of max-plus model. Transmission rates 
calculated by a max-plus model are compared to those obtained 
by simulation. Issues that affect the performance of TCP protocol 
over wireless networks are also discussed and guidelines for 
tuning of parameters in max-plus model are provided. 

Index Terms—Wireless network, TCP protocol, performance 
network analysis, max-plus algebra. 

I. INTRODUCTION 

Some applications executing over computer networks 
require a minimum quality of service (QoS) specified by pre-
determined parameters and set by a service level agreement 
(SLA). These applications require models for verifying the 
efficiency of admission control techniques, and performance 
evaluation according to a SLA, among others. Stochastic 
models have been widely chosen for these purposes. 
Computer networks can be viewed as a discrete event system 
where packets arrivals and departures (events) can be suitable 
modeled by different discrete event approaches. Among them, 
discrete event systems subject to only synchronization 
phenomena have been successfully modeled by max-plus 
algebra [1]. An important example of computer network 
modeling based on a similar algebra is the set of techniques 
based on min-plus algebra called Network Calculus [2] and 
[3]. Network Calculus provides (worst case) bounds for 
network traffic that can be used to allocate resources and 
estimate network performance through an algebraic 
calculation. 

In particular, many applications in the Internet depend on a 
reliable data transport done by TCP protocol (Transmission 
Control Protocol) [4]. Due to its importance, different analysis 
has been proposed for studying its adaptive flow control 
behavior [5], [6], and [7]. Among them, a model for TCP 
using a max-plus algebra proposed by [8] describes the 
behavior of a packet flow transmitted over TCP. The 
performance results published in [8] are comparable to ones 

obtained by a simulation model. However, they were obtained 
only for cabled networks. 

The broad application of wireless communication networks 
has yielded to a more complex analysis task. It is not always 
possible to use analytical models without imposing 
simplifications. Discrete event simulation models for packet 
level are used to analyze flows and network performance. 
However, the complexity of these models is proportional to 
the huge amount of packets that have to be simulated for 
resulting in reliable values. Therefore, its using is quite 
questionable for huge networks. Recently, [9] has reported 
both complexity and time execution gains for the analysis of 
TCP behavior using models based on Network Calculus 
compared to ones obtained by discrete event and fluid models. 

TCP protocol provides reliable end-to-end transport and it 
is widely adopted as transport protocol for web applications. 
The protocol detects congestion events by controlling ordering 
and arrival time of acknowledgment messages setting its flow 
transmission rates to provide fairness on the network resource 
sharing. However, since physical and medium access 
characteristics are not considered by the TCP, transmission 
failures can be erroneously mistaken as network congestion 
events in wireless networks. A false detection of congestion 
causes TCP to adjust (reduce) its flow transmission rate and 
thus the network throughput performance. 

This paper analyzes the application of a model based on 
max-plus algebra to study the behavior of TCP flow segments 
transmitted over a wireless network. Besides, it discusses 
aspects of parameter tuning and limitations of this model 
regarding other modeling techniques. The results for max-plus 
model are compared to ones obtained by discrete event 
simulation. Since this model is linear in max-plus algebra, 
complex topologies can be represented by a serial composition 
of simpler subsystems through a simple matrix multiplication. 

This paper is organized as follows. Section II presents the 
max-plus model for TCP proposed by [8] for cabled networks. 
Section III states necessary parameters for applying the 
proposed model of Section II to a wireless network. Section 
IV compares results obtained by the max-plus model to ones 
obtained by a simulation model. Finally, concluding remarks 

Rodrigo Andreola 
Federal University of Technology-Paraná 

UTFPR/CPGEI 
Av. Sete de Setembro 3165 - 80230-901 

Curitiba - PR - Brazil 
rodrigo.andreola@vono.net.br 

Ricardo Lüders 
Federal University of Technology-Paraná 

UTFPR/CPGEI 
Av. Sete de Setembro 3165 - 80230-901 

Curitiba - PR - Brazil 
luders@utfpr.edu.br 

Keiko V. Fonseca 
Federal University of Technology-Paraná 

UTFPR/CPGEI 
Av. Sete de Setembro 3165 - 80230-901 

Curitiba - PR - Brazil 
keiko@utfpr.edu.br 

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/09 189



 
 

are given in Section V. 

II. A MAX-PLUS MODEL FOR TCP 
A max-plus algebra maxR  is an algebraic structure defined 

in the set of real numbers added by -∞ (minus infinity) which 
represents the null element. Operations for addition 
(represented by symbol ⊕ ) and multiplication (represented by 
symbol ⊗ ) are computed by maximization and sum 
operations, respectively [1]. Although it shares many 
properties of the classical algebra, addition is idempotent 
( aaa =⊕ ) in max-plus algebra. Sometimes it is also referred 
to as an idempotent semiring. This algebraic structure is 
suitable to model synchronization phenomena where events 
(departure and arrival of packets) should be delayed by a sum 
of time values or synchronized by a maximization of them. In 
the following, a transmission of packets controlled by TCP is 
described by a max-plus linear model. 

A. Network representation 
In the max-plus model proposed by [8], a packet network is 

represented by K routers connected in sequence as depicted in 
Fig. 1. The first router (source) sends a reference data flow to 
be transferred to the last router (destination) using TCP as a 
transmission control. Although TCP allows bidirectional 
connections between nodes, the max-plus model assumes a 
unidirectional connection by considering that a similar reverse 
path exists. 

 

 
Fig. 1. A network as a connection of K routers. 

 
Routers in Fig. 1 are identified by i = 0,1,2,...,K with i = 0 

corresponding to the source router and i = K to the destination 
router. Each router is modeled by a FIFO queue served by 
only one server which can attend not only packets from the 
reference flow but also from data flows due to cross traffic. A 
packet n arriving in a router i spends an aggregated service 
time )(niσ  computed since its arrival until its departure from 
router. Thus it includes both packet processing time and time 
necessary to process crossing traffic. Routers are connected 
each other by circuits with a defined time latency di,j from 
router i to j. The number of packets sent by the source router 
to network is controlled by adjusting a TCP window [10]. 

This model also considers that a delivery acknowledge 

packet ACK follows a different path from destination to source 
as if they would be directly connected through a private 
circuit. Thus ACK packets do not follow a reverse path 
regarding to the original TCP connection, but a different path 
between destination and source. Although this assumption 
simplifies what really occurs in practice, it allows represent 
time transmission of ACK packets as a simple time latency 
dK,0. 

B. Equations for packet temporization 
The model used to quantify temporal performance of a TCP 

flow is composed by a set of equations that determines output 
times for each packet of the reference flow in each router. 
These output times for packets are computed by considering a 
dynamical behavior of TCP window as well as service time of 
routers and time latency of network connections. 

A packet n arrives in a router i at time )(nxi  and leaves it at 
time )(nyi . The difference between arrival and departure 
times is the aggregate service time )(niσ  for packet n in 
router i. Therefore, )()()( nnxny iii σ+= . 

Since TCP dynamically controls the amount of packets sent 
to the network by adjusting its transmission window, a new 
window value is computed when an ACK is received (a 
delivery confirmation) or when a timeout occurs. A TCP 
window size vn is computed according to information from 
packet n (delivery success or timeout) and it is used to 
transmit a packet n+1. Thus vn-1 is the window size used to 
transmit a packet n. 

By considering a previously known sequence of values {vn} 
and an aggregate service time )(0 nσ  equal to zero (by 
default), output times for a packet n in all routers can be stated 
in max-plus algebra by 

 
0,10 )()( KnK dvnyny ⊗−= −
 (1) 

  1    )()]1()([)( ,11 Kinnydnyny iiiiii ≤≤⊗−⊕⊗= −− σ  (2) 

where: )(nyi is the output time of packet n in router i; vn-1 is 
the actual TCP window size for packet n; dK,0 is the 
transmission time between destination router and source router 
(in particular, di-1,i is transmission time between router i and i-
1); )(niσ  is the aggregate service time for packet n in router i. 

Therefore, the time instant when a packet n is sent to the 
network is determined by (1), and a new packet can be sent to 
the network after receiving an ACK from a previous sent 
packet. The actual TCP time window vn-1 determines which 
previous packet will be used. For instance, if n=5 and vn-1=2, 
then packet number 5 should be sent to the network when an 
ACK for packet number 3 is received. Since 0)(0 ≡nσ  by 
default, this new packet is sent to the network at the same time 
of ACK arrival. This time corresponds to the output time of 
packet number 3 in the last router added by ACK latency. 

Similarly, the network behavior is modeled by (2) since it 
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determines output times for packets leaving each router 
following the source router. The network behavior is 
represented by transmission times di-1,i between routers as well 
as by the aggregate service time )(niσ  of each router. The 
output time of a packet n leaving a router i in (2) is obtained 
by adding (through max-plus multiplication) its respective 
aggregate service time )(niσ  to the maximum time (obtained 
by max-plus addition) between its arrival time iii dny ,11 )( −− ⊗  

in router i and the departure time )1(1 −− nyi  of a previous 
packet n-1 in router i. The arrival time iii dny ,11 )( −− ⊗  of n in 

router i is obtained by summing (max-plus multiplication) its 
output time from a previous router i-1 to the time latency di-1,i 
between routers i-1 and i. 

Transmission times between routers are typically constants 
in a network, and the aggregate service time can be 
determined according to router features and current cross 
traffic. Therefore, output times for packets of the reference 
flow can then be obtained for each router in the network by a 
recursive form of (2). 

Equations (1) and (2) can also be reformulated in a vector 
form whose components represent the output time evolution 
of each packet in each router. This vector form given by (3) 
explicitly states model linearity in max-plus algebra (see [8] 
for further details). 

 1   )1()()(
1

≥−⊗=
−

nnZnAnZ
nv  (3) 

where: 
mnZwnYnYnYnZ maxR)(     )),1(|...|)1(|)(()( ∈−−−= ∗ , w* is 

the largest TCP transmission window size observed since the 
beginning of packet transmission until packet n, and m=Kw*. 

)(
1

nA
nv −

 is a convenient matrix that depends on intervals 

between transmission and service of packet n as well as on the 
current transmission window size vn-1. 

Therefore, the network can be characterized by output times 
of packets in each router through a linear recursive equation 
(in max-plus algebra) as given by (3). Matrix A contains 
information about various aggregate service times and 
transmission times between routers. Thus it is basically 
composed by network information determined even before a 
TCP transmission begins. 

This linear model allows to obtain more complex topologies 
by composing simple subsystems in series through a 
multiplication of subsystem matrices. 

III. USING THE MAX-PLUS MODEL FOR A WIRELESS NETWORK 
By specifying proper parameters, the max-plus model can 

provide time instants for all packets in the network. In the 
literature, results obtained for a cabled network using a max-
plus model were compared to simulation ones [8]. In the 
following we propose to adopt the same model, but applied to 
a wireless network, and discuss aspects that can explain 
differences found. 

A similar topology of Fig. 1 is used in a wireless ad-hoc 

network. This network uses a multi-hop mechanism for 
communicating two nodes. Therefore, the max-plus model can 
also be applied. By using an approach similar to [8], 
performance measures obtained by the max-plus model are 
compared to ones obtained by a simulation model. The 
simulation model was implemented using a default routing 
protocol for static nodes in ad-hoc networks. Node mobility 
was not considered in this work, although it could be included 
in simulation. The results were obtained by using a toolbox 
for max-plus computations [11] and NS-2 simulator [12]. 
Further details can be found in [13]. 

 

IV. RESULTS 
Results were obtained for two cases considering a wireless 

ad hoc network composed by five nodes. Simulation 
parameters are shown in Table I. They are typical ones 
(default values) used by NS-2 for IEEE 802.11 network and 
TCP. 

 
TABLE I 

SIMULATION PARAMETERS. 

 

A. Case I 
Parameters used for max-plus model are shown in Table II. 

They are specified according to the simulation parameters. 
 

 TABLE II 
PARAMETERS FOR MAX-PLUS MODEL (CASE I). 

Parameter Value 

Destination router index (K) 4 

Latency between routers (d0,1 , d1,2 , d2,3 , d3,K) 10ms 

Aggregate service time for routers (σi(n)) 5ms 

ACK return time (dK,0) 1ms 

 
Routers are numbered from 0 to K=4. The latency of 10ms 

between routers was estimated by simulating a typical TCP 
transmission. The aggregate service time of 5ms for routers 
was calculated by considering links of 2Mbps and packets of 
size 1250 bytes (10000 bits/2Mbps=5ms to be processed). An 
value of 1ms for ACK return was considered for both max-
plus model and simulation. 

The max-plus model also requires a TCP window 
dynamics. In this work, TCP windows start with value 1 and 

Parameter Value 

Link protocol for wireless network 802.11 

Transmission rate wireless network 2 Mbps 

Router protocol Destination-Sequenced 
Distance Vector - DSDV 

Node distance 250 m 

TCP data packet size 1210 

TCP ACK packet size 40 

Transmission queue size 50 packets 
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change according to Tahoe method [10] without low-start. 
However, the window is limited to a constant value as soon as 
traffic congestion is detected. This is accomplished by using a 
Rate Based Loss Detection method according to [8]. 

A total simulation time of 200s was considered. The first 
half of simulation time was used for stabilization of router 
protocol. Therefore, a TCP transmission is only started at time 
100s avoiding routing traffic interference. 

Results for max-plus model and simulation can be 
compared by means of Table III where transmission rates are 
given in packets by second. They are mean transmission rate 
values obtained during TCP transmission until an ACK for 
packet in the first column of Table III is receipt. 

 
TABLE III 

COMPARISON OF TRANSMISSION RATES (CASE I). 

Packet max-plus (pct/s) simulation (pct/s) 

5 26,60 20,08 

10 38,61 20,58 

50 79,37 20,89 

100 111,35 20,17 

250 151,69 19,66 

500 172,53 19,85 

1000 185,25 19,58 

 
It can be seen from Table III that max-plus values are quite 

different from those obtained by simulation. While the 
aggregate service times for routers in max-plus model are set 
to represent a transmission rate of 2Mbps, the effective 
transmission rate observed by simulation between two nodes 
is quite smaller. This can be explained by a shared 
transmission rate among nodes due to concurrency of 
transmission channel. Since the max-plus model does not 
consider a transmission concurrency it is not able to capture 
this behavior without a suitable tuning of its parameters. 
Moreover, it does not consider a proper dynamics of TCP 
window size. The protocol IEEE 802.11 drops a packet when 
many channel reservations fail or when no ACK is received 
after many transmissions. These dropped packets are 
interpreted as congestion by TCP protocol which decreases its 
corresponding window size. However, TCP window size 
remains unchanged in the max-plus model after reaching its 
largest size without congestion. 

B. Case II 
The parameters of max-plus model are changed for 

capturing a more realistic behavior. The max-plus model has 
two potential parameters to be changed: time latency and 
aggregate service time. Since time latency only depends on the 
channel speed, the aggregate service time can be increased to 
represent channel concurrency. A new value of 15ms for the 
aggregate service time was experimentally been obtained as 
shown in Table IV. 

Although this value is experimental and obtained for 

matching simulation results, it shows that a max-plus model is 
able to represent a wireless network behavior. Moreover, 
dynamics for TCP window size are also been modified. 
Instead of using a bounded time window size limited by traffic 
congestion, a window size of 2 (constant) packets was used. 

 
 TABLE IV 

PARAMETERS FOR MAX-PLUS MODEL (CASE II). 
Parameter Value 

Destination router index (K) 4 

Latency between routers (d0,1 , d1,2 , d2,3 , d3,K) 10ms 

Aggregate service time for routers (σi(n)) 15ms 

ACK return time (dK,0) 1ms 

 
Although it seems to be quite restricted, a window size of 2 

packets is suitable for a wireless network of four hops since 
no more than two nodes can transmit at the same time. For 
instance, if node 0 is transmitting, then node 1 cannot transmit 
since it is receiving. Node 2 cannot transmit either since it 
may cause collision in node 1 reception. Therefore, only node 
3 can simultaneously transmit with node 1. 

As shown in Table IV, results are drastically changed by 
modifying the aggregate service time. 

 
TABLE IV 

COMPARISON OF TRANSMISSION RATES (CASE II). 

Packet max-plus (pct/s) Simulation (pct/s) 

5 15,77 20,08 

10 16,53 20,58 

50 19,05 20,89 

100 19,42 20,17 

250 19,65 19,66 

500 19,72 19,85 

1000 19,76 19,58 

 
Note that transmission rates stabilizes on 19 pct/s after 

packet number 50. This shows that changes made on 
parameters of max-plus model are able to reflect the network 
congestion by limiting its effective transmission rate. 

Values for transmission rates show little difference (about 
1%) by comparing max-plus and simulation models along to 
the TCP transmission. It thus suggests that a max-plus model 
can be applied for modeling a TCP transmission over a 
wireless network since suitable parameters are used. Basically, 
an effective transmission rate should be correctly represented 
as well as a proper change in TCP window size. 

V. FINAL COMMENTS 
This paper presents a detailed analysis of using a max-plus 

model for TCP found in the literature for a wireless network. 
Although the max-plus model was proposed to be used with a 
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cabled network, it can also be applied to a wireless network. 
The point is that aggregate service time plays an important 
role to represent a decreasing in transmission rate due to the 
transmission concurrency between nodes. The aggregate 
service time in max-plus model should be increased while 
keeping latency time unchanged. Various effects observed in 
wireless networks can thus be properly modeled. Although the 
actual aggregate service time was experimentally obtained, it 
can be determined in the future from operational network 
conditions. 
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Abstract—The forward link performance study of the WiMAX
system is presented in this paper. The study is carried out
using HTTP traffic model and several different schedulers. The
average packet delay, the throughput and packet loss percentage
are analyzed through simulation in function of traffic load.
The schedulers adopted in this study are Max C/I (Maximum
Carrier Interference), PF (Proportional Fair) and Pr/PF (Priority
Proportional Fair). The results show that standardized IEEE
802.16e system allows data transmission at high bits rates.
Moreover, it was showed that depending on the chosen scheduler,
it is possible to assure the QoS for users with high and low
priority in WiMAX system.
Index Terms—WiMAX System and schedulers PF, Max C/I,

Pr/PF.

I. INTRODUCTION

In last years, the rapid growth of new services based on

multimedia applications, such as VoIP (Voice over IP), video

conference, VoD (Video on Demand) has demanded higher

bandwidth and new technologies for wireless access network.

One of the technologies that has been created is the IEEE

802.16[1] standard, also known as Worldwide interoperability

for Microwave Access (WiMAX).

The IEEE 802.16 standard provides high data rates, pre-

defined quality of Service (QoS) framework and low cost in

comparison with others technologies based on fixed cable such

as Digital Subscriber Line (DSL). Moreover, this standard

can be used to connect home networks and business LANs

to the Internet[3]. The current version of IEEE 802.16e[2]

added new features and necessary attributes to support mobile

applications.

Many papers have been published with focus on per-

formance evaluation of WiMAX system [3]-[8]. In [4], it

is evaluated 802.16-2004 standard that is intended to fixed

broadband wireless access. The main result of this paper is

that system capacity is strongly dependent on its configuration,

e.g. channel size, frame duration, coding rate, etc.

In another study presented in [5], the IEEE 802.16e system

is compared to 3GPP UMTS HSDPA by using simulations.

The simulation results indicate that the 802.16e system using

70/30 Time Division Duplex (TDD) frame provides approx-

imately the same downlink system throughput performance

as HSDPA with approximately 40%-50% higher spectral effi-

ciency. However, control channel overhead and uplink capacity

limitation remain as open issues. Furthermore, it is considered

only proportional fair (PF) scheduler as alternative scheduler

to improve QoS of system.

A simulation study of the IEEE 802.16 MAC protocol

operated with the WirelessMAN-OFDM air interface and with

full-duplex stations is presented in [6]. The results show that

the performance of the system (downlink/uplink), in terms

of throughput and delay, depends on several factors. These

include the frame duration, the mechanisms for requesting

uplink bandwidth, and the offered load partitioning, i.e., the

way traffic is distributed among SSs, connections within

each Subscriber Stations (SS), and traffic sources within each

connection. The schedulers adopted in the study are: Deficit

Round Robin (DRR) as the downlink scheduler and Weighted

Round Robin (WRR) for uplink scheduler.

The works presented in [7]-[8] emphasize improvements in

uplink schedulers and QoS architecture of WiMAX system.

In [3] it is proposed a queue-aware uplink bandwidth alloca-

tion scheme which is able to adjust the allocated bandwidth

adaptively according to the queue state. However, in current

context of IP networks results are inaccurate due to use of

Poisson traffic sources during computer simulations.

In this paper, the IEEE 802.16e system is evaluated through

the queuing system considering Hypertext Transfer Protocol

(HTTP) traffic model proposed in [9]. The system throughput,

the average delay of the packets and loss percentage are

studied in function of the traffic load. The performance of

the forward link is studied by using packet schedulers such as

Proportional Fair (PF), Maximum Carrier Interference (Max

C/I) and Priority Proportional Fair proposed (Pr/PF) in [10].

The study is carried out through simulation using Matlab

software tool.

In Section II a brief description of the WiMAX system is

presented. The simulation model is described in Section III.

The packet schedulers PF, Max C/I and Pr/PF are described

in Section IV. Scenario evaluated in this paper is presented

in Section V. In Section VI, the simulation results and its

analyses are presented. Finally, the conclusions are exhibited

in Section VII.
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II. WIMAX

In the IEEE 802.16e architecture, two kinds of stations

are defined: subscriber stations (SS) and a base station (BS).

The BS controls all communication in the network, i.e., there

is no peer-to peer communication directly between the SSs.

WiMAX technology supports two types of connection modes:

PMP (Point to Multipoint) and Mesh which application is

optional. The PMP represents the classical cellular model

when a SS is connected directly to the BS. In this paper, only

PMP mode is considered.

The communication path between SS and BS has two

directions: uplink (UL - from SS to BS) and downlink (DL -

from BS to SS). The DL indicates direction of data flow from

BS to SS , and UL indicates the data flow in opposite direction

from SS to BS. The air interface is based on Orthogonal

Frequency Division Multiplexing (OFDM) which is a multi-

plexing technique that subdivides the bandwidth into multiple

frequency sub-carriers as shown in Fig. 1. In an OFDM

system, the input data stream is divided into several paral-

lel sub-streams of reduced data rate (thus increased symbol

duration) and each sub-stream is modulated and transmitted

on a separate orthogonal sub-carrier. The OFDM sub-carrier

structure consists of three types of sub-carriers: data sub-

carriers for data transmission, pilot sub-carriers for estimation

and synchronization purposes and null sub-carriers used for

guard bands and DC carriers.

Fig. 1. OFDM Sub-Carrier Structure[5].

The resources, in a OFDM system, are available in the time

domain by means of OFDM symbols and in the frequency

domain by means of sub-carriers. The time and frequency

resources can be organized into sub-channels for allocation

to individual users. Orthogonal Frequency Division Multiple

Access (OFDMA) is a multiple-access/multiplexing scheme

that provides multiplexing operation of data streams from

multiple users onto the downlink sub-channels and uplink sub-

channels [13].

The minimum frequency-time resource unit of sub-

channelization is one slot, which is composed of 48 data tones

(sub-carriers). Frequency-specific sub-channelisation is sup-

ported via the called Band Adaptive Modulation and Coding

(AMC) mode, which permits subchannel construction through

physically adjacent subcarrier allocation (four different Band

AMC subchannel dimensions are currently specified). Thus

the allowed combinations are [(6 bins, 1 symbol), (3 bins,

2 symbols), (2 bins, 3 symbols), (1 bin, 6 symbols)]. A bin

consists of 9 contiguous sub-carriers, with 8 assigned for data

and one assigned for a pilot. In this paper, it was considered

only 2 bins and 3 symbols for simplifying simulations.

In WiMAX, two types of duplexing method are specified,

TDD and FDD. This paper is concerned with TDD duplex

method where every frame is divided into DL and UL

subframes. The frame structure for a TDD implementation

is shown in the Fig. 2. Each frame is divided into DL

and UL sub-frames separated by Transmit/Receive and Re-

ceive/Transmit Transition Gaps (TTG and RTG, respectively)

to prevent DL and UL transmission collisions. In OFDM PHY

every burst (either DL or UL), consists of integer number of

OFDM symbols.

 

Fig. 2. WiMAX OFDMA Frame Structure[5].

The BS dynamically determines the duration of these sub-

frames. SSs and BS have to be synchronized and transmit data

into predetermined slot (SL). Since all SSs have synchronized

with the BS clock, the BS controller can transmit data in each

slot that will arrive at a particular SS. SSs send requests in

the UL to BS. In the downlink, the BS uses a combination of

acknowledgement (ACK) and grant (GR) slots to acknowledge

requests from SSs and to grant access to data slots.

The following Table I provides a summary of the theoretical

peak data rates for various DL/UL ratios assuming a 10 MHz

channel bandwidth, 5 ms frame duration with 44 OFDM data

symbols (from 48 total OFDM symbols) [13]. The data rates

supported by forward link can vary from 1.06 Mbps up to

31.68 Mbps by a sector of a cell. One of three schemes of

modulation QPSK, 16QAM and 64 QAM is used depending

on data rate.

In the WiMAX standard four QoS services are defined:

Unsolicited Grant Service (UGS); Real-Time Polling Service

(rtPS); Non-Real-Time Polling Service (nrtPS) and Best Effort

(BE) service. UGS service can be used for constant bit-rate

(CBR) for service flows such as T1/E1. Real-time Polling

Services (rtPS) can be used for rt variable bit rate (VBR)

service flows such as MPEG video. Non-real-time Polling

Service (nrtPS) can be used for non-real-time service flows

with better performance than best effort service such as

bandwidth-intensive file transfer. At last, for BE service there

is no resource allocation.
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TABLE I

MODULATION TYPE PER DATA RATE

Modulation DL(Mbps) UL(Mbps)

QPSK 1.06 0.78

QPSK 1.58 1.18

QPSK 3.17 2.35

QPSK 6.34 4.70

QPSK 9.50 7.06

16QAM 12.67 9.41

16QAM 19.01 14.11

64QAM 19.01 14.11

64QAM 25.34 18.82

64QAM 28.51 21.17

64QAM 31.68 23.52

III. SIMULATION MODEL

In Fig. 3a it is shown the part of WiMAX system that this

paper is concerned. The packets generated in core network are

sent for a BS buffer. In this point they are shared in four queues

(UGS, rtPS, nrtPS and BE) according to priority packet and

stay waiting until will be served. The IP packets (1500 bytes

and 576 bytes) may be eventually segmented to adjust in rates

that will be sent. Thus, the forward link simulation model of

WiMAX system can be represented as shown in Fig. 3b.

equivalent

Core Network

Traffic

Core

Network

BS

a)

Queue

Model

Variable

Serving Time 

Server

b)b)b)

UGS

rtPS

nrtPS

BE

Fig. 3. WiMAX Simulation Model.

The following assumptions are adopted. The IP packets

generated by HTTP sources proposed in [9] are classified ac-

cording to four types of service flows defined in WiMAX QoS

architecture, i.e, UGS, rtPS, nrtPS and BE. These flows are

discriminated in appropriate queue by scheduler. The scheduler

uses PF[11], Max C/I[12] or Pr/PF algorithm proposed in [10].

The buffer of each queue has finite size. The queue sizes are

detailed in Section V. The slot comprises 48 data sub-carriers

and 24 pilot sub-carriers in 3 OFDM symbols according to

[13]. Thus, it is assumed that there are total of 16 SLs in a

WiMAX frame which are divided into a DL/UL rate of 3:1

for 2x2 MIMO (Multiple-Input Multiple-Output), i.e., 1 SL for

overhead, 3 SLs for UL channel and 12 SLs for DL channel.

In Table II it is shown the rate distribution adopted for the

simulation. The adopted distribution is hypothetical and it is

assumed the average rate is concentrated at 12.67 Mbps.

IV. DATA SCHEDULERS

Since the IEEE 802.16e standard does not specify the

scheduler for downlink [2], the adopted data schedulers in this

TABLE II

PROBABILITY DISTRIBUTION PER DATA RATE

DL(Mbps) Probability

1.06 3%

1.58 4%

3.17 6%

6.34 10%

9.50 12%

12.67 17%

19.01 16%

19.01 14%

25.34 9%

28.51 5%

31.68 4%

study are presented. Thus, the following data schedulers are

used: Max C/I[12] (Maximum Carrier Interference), PF[11]

(Proportional Fair) and Pr/PF[10] (Priority Proportional Fair).

A. Proportional Fair (PF)

The PF schedules the users according to the ratio between

their instantaneous achievable data rate and their average

served data rate. This results in all users having equal proba-

bility of being served even though they may experience very

different average channel quality. This scheme provides a

good balance between the system throughput and fairness. In

equation 1, the acronym Pi denotes the user priority, Ri(t) is

the instantaneous data rate experienced by user i if it is served

by the packet scheduler, and λi(t) is the user throughput

Pi =
Ri(t)

λi(t)
, i = 1, ..., N (1)

B. Maximum Carrier Interference (Max C/I)

The maximum C/I scheme schedules the users with the

highest C/I during the current slot. This naturally leads to the

highest system throughput since the served users are the ones

with the best channel. However, this scheme makes no effort to

maintain any kind of fairness among users. In fact, users at the

cell edge will be largely penalized by experiencing excessive

service delays and significant outage.

C. Priority Proportional Fair (Pr/PF)

The hybrid scheduler Pr/PF combines the priority scheduler

with PF. In this scheme, packets with high priority from

services flows UGS and rtPS are first served while packets

from services nrtPS and BE are served in accordance with

PF scheduler. The Fig. 4 illustrates Pr/PF scheduler. In this

manner, this scheduler contemplates users that need differen-

tiated serving and also users with low restrictions of QoS that

tolerate delays during services.

V. SCENARIO EVALUATED

The evaluated scenario consists in increasing the number

of HTTP sources varying from 152 (20% link utilization) up

to 675 (80% link utilization) as exhibited Table III. Several

schedulers are used in order to evaluate which one among
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Fig. 4. Pr/PF Data Scheduler

PF, Max C/I or Pr/PF guarantees the best QoS for SSs. For

Pr/PF scheduler the UGS service has highest priority, the

rtPS service has second highest priority and nrtPS and BE

sources are served according to PF scheduler. The behavior

of WiMAX system is analyzed through two finite queues: one

has a small length of buffer (10 packets) and another has large

length buffer (100 packets). The probability distribution, traffic

proportion and buffer size adopted in this paper are shown in

Table IV.

TABLE III

SCENARIO

Link Utilization HTTP Sources

20% 152

40% 310

60% 470

80% 675

TABLE IV

PROBABILITY DISTRIBUTION VS BUFFER SIZE

Priority Proportion Buffer1 Buffer2

UGS 10% 1 10

rtPS 25% 3 25

nrtPS 30% 3 30

BE 35% 3 35

Total 100% 10 100

The performance measurements considered in this study are:

the average packet delay, the throughput, the loss percentage

and the link utilization.

VI. RESULTS ANALYSIS

The results obtained through simulations are organized and

presented in graphics. In these graphics the acronym BX

represents finite buffer 1 or 2. The buffer 1 is illustrated

as continuous line and buffer 2 as dashed line. Moreover,

acronyms PFX, MaxCIX and Pr/PFX refer to PF, Max C/I

and Pr/PF schedulers, and X represents level of priority. The

level 1 is the highest priority, i.e, traffic generated by UGS

service and the level 4 is the lowest priority for BE service

and so on. The average standard deviation was 3.32% and 95%

confidence interval was 2.06% of the average value.

The throughputs for Pr1 and Pr4 users have the same

behavior for all schedulers as are shown in Figs. 5 and 6.

These throughputs are normally higher when are used buffer

2 with large total capacity of 100 IP packets and lower when

are used buffer 1 with small total capacity of 10 IP packets.

In relation to the throughput behavior the schedulers PF, Max

C/I and Pr/PF present little influence for traffic with priority

1 or 4. However, it is possible to note a little advantage of

scheduler Pr/PF1 for users with high priority in Fig. 5 due

to absolute priority. In another Fig. 6 can be observed the

best performance of PF4 users because of PF scheduler directs

more system resources to users with low priority.
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Fig. 5. Throughput Pr1 in Function of Link Utilization.
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Fig. 7 illustrates the average delay for Pr1 users in function

of link utilization varying from 20% up to 80% and using
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HTTP sources. As observed in this figure delays obtained

using Pr/PF1 scheduler are very small and independent of

buffer scheme adopted due to absolute priority of Pr1 users.

The scheduler MaxCI1 presents intermediate performance

with delays varying from 0,16 ms up to 1,9 ms. The scheduler

PF1 has the worst performance with maximum delays of 2,5

ms in reason of scheduler tries to maintain user throughput

fairness.
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Fig. 7. Average Packet Delay Pr1 in Function of Link Utilization.

In Fig. 8, the average delay of Pr4 users in function of link

utilization varying from 20% up to 80% using HTTP sources

is shown. In this case, scheduler Pr/PF4 has the worst delay

among schedulers evaluated with average delays varying from

0,2 ms up to 12 ms for buffer 2. In case of buffer 1, average

delay are reduced to range 0,2 ms up to 2,85 ms. However, this

reduction is associated with high loss percentage. In relation to

others schedulers PF4 and MaxCI4, the results show tolerant

delay varying up to 4 ms in worst case.
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Fig. 8. Average Packet Delay Pr4 in Function of Link Utilization.

The loss percentage of HTTP packets for Pr1 users in

function of WiMAX system utilization is shown in Fig. 9. It

can be observed once more that, the Pr/PF1 scheduler obtains

the lowest loss percentage of HTTP packets during simulation

because of high priority of Pr1 users. Others schedulers PF1

and MaxCI1 have maximum loss percentage of 1% in worst

case. In case of loss percentage of buffer 2, the losses are

negligible because of large capacity buffer with 100 packets

IP.
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Fig. 9. Loss Percentage Pr1 in Function of Link Utilization.

Finally, Fig. 10 exhibits loss percentage of HTTP packets

for Pr4 users in function of link utilization. It is clear the

high loss of Pr/PF4 scheduler mainly because of lower priority

users. The loss is as high as 3% of packets for a link utilization

of 80%. The PF4 and MaxCI4 schedulers present small packet

losses with a little advantage of PF4.
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VII. CONCLUSIONS

The forward link performance of the WiMAX system was

evaluated by simulation considering traffic model of HTTP and

various types of schedulers such as PF, Max C/I and Pr/PF.

The throughput, average delay, loss percentage were studied

in function of link utilization.
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The results demonstrated that for packet delay and packet

loss the Pr/PF scheduler is the most suitable for QoS assurance

of WiMAX system with different types of services (UGS, rtPS,

nrtPS and BE) because it guarantees small delays and low

packet loss for higher priority users and moderate QoS for

lower priority users. On the other hand, PF scheduler presented

a fair link utilization but it is not appropriate for QoS assurance

of different types of service. The same conclusion can be

considered for Max C/I scheduler that only maximizes the

link utilization.
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Abstract— The use of Mobile Ad-Hoc Networks has been in-
creasing steadily. The study of algorithms and protocols that may
provide higher packet delivery throughput for non-structured
networks with a high degree of mobility is very much needed.
Moreover, the possibility of keeping the performance under fault
conditions is extremely important.

This paper studies the implementation of a Quorum system
associated with an epidemic algorithm, Gossip, and the AODV
routing protocol in a fault scenario of an ad-hoc network. The
simulation results show that this kind of association decrease
the number of route requests and the packet loss rate without
degrading the throughput and latency characteristics.

Index Terms— Gossip algorithm, Quorum system, Ad-Hoc
networks, packet delivery

I. INTRODUCTION

A Mobile Ad-Hoc Network (MANET) is a collection of
mobile nodes that communicate using wireless links, wi-
thout the need of a pre-existing infra-structured network. An
example of ad-hoc networks is the sensor networks that collect
the desired data (temperature, humidity, geographic position,
seismic information etc.). These information is exchanged
among the sensor nodes and depending on their importance
for the application it may be mandatory to ensure the data
delivery.

The main routing protocols that have been studied for ad-
hoc networks [1, 2, 3, 4] are: AODV (Ad-Hoc On-Demand
Distance Vector) and DSR (Dynamic Source Routing). In spite
of the DSR being a little bit simpler protocol and because of
this to introduce less overload information in the network, due
to the use of a route cache table, it is not the most appropriate
for a mobility scenario. The main reason is exactly the use of
a route cache table that may make the protocol to work with
outdated routes. As in this work we are interested on a mobile
nodes scenario, we decided to employ the AODV.

The studies [5, 6, 7, 8, 9] have shown that an algorithm of
epidemic dissemination (Gossip) associated with the routing
protocol AODV decreases the number of new route requests
messages (Route Requests - RREQs) traveling in the network.
According to [6], there is a 35% decrease of the RREQs
messages compared with the number of messages generated by
the standard flooding technique (dissemination of information
through all network’s nodes ). Therefore, the use of the Gossip
algorithm is adequate to get a decrease of the network overload
caused by the RREQs messages.

However, the other parameters (latency, packet loss rate and
throughput) are badly affected: the latency and packet loss rate
increase and the throughput decreases. It has been shown in
[6] that the degradation observed in the use of the AODV
associated with the Gossip algorithm is minimal and can be
tolerated.

The studies [10, 11, 12] about the Quorum system have
shown that the use of distributed solutions increase the net-
work’s resilience and decrease the network overload, because
the Quorum provides a better information distribution among
the nodes or, in other words, it does not centralize the
information in a specific node.

Presently, distributed systems use data replication as a
means of fault tolerance and to provide information resilience
and availability. The client-server model is used as a basic
paradigm of distributed systems.

This paper uses a scheme similar to the one employed
in [11], in which the load is distributed among the nodes
providing a higher resilience for the faults of arbitrary nodes.
This work is different from the one presented in [11] in terms
of the use of the AODV protocol, the employed metrics and
for being a quite complete and detailed work in what the
number of simulations and comparisons of the use or not of
the Quorum system and the Gossip associated to the AODV
protocol are concerned. The main contribution of this work is
a comprehensive practical understanding of the association of
an epidemic algorithm with a distributed system for providing
consistency of replicated data with a high degree of reliability
in different scenarios of mobile ad-hoc networks.

The occurrence of faults is a common event in ad-hoc
networks. This work considers non-permanent faults, i. e., after
a while the faulty node starts to work perfectly again.

This paper is organized as follows. After this Introduction,
Section II presents a brief theoretical revision of the AODV
routing protocol, the Gossip algorithm and the Quorum Sys-
tem. The parameters used to evaluate the system’s performance
are also introduced; Section III describes the fault scenarios
used in simulation; Section IV shows and discusses the si-
mulation results; Section V concludes the paper and proposes
some future work.
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II. THEORETICAL REVISION

A. AODV Protocol

The Ad-Hoc On-Demand Distance Vector (AODV) routing
algorithm is a routing protocol designed for ad-hoc mobile
networks. AODV is capable of both unicast and multicast
routing. It is an on-demand algorithm, meaning that it builds
routes between nodes only as desired by source nodes. It
maintains these routes as long as they are needed by the
sources [13]. Additionally, AODV forms trees which connect
multicast group members. The trees are composed of the
group members and the nodes needed to connect the members.
AODV uses sequence numbers to ensure the freshness of
routes. It is loop-free, self-starting, and scales to large numbers
of mobile nodes.

This protocol uses the following variables:
• Source sequence number (SrcSeqNum): sequence number

generated by the source node;
• Destination sequence number (DestSeqNum): ever in-

creasing sequence number, used as a means to verify how
recent a route is, because a DestSeqNum with a larger
value will represent a more up-to-date route;

• Source identifier (SrcID): it specifies a source node that
intends to send packets to a determined network node;

• Destination identifier (DestID): it specifies a destination
node that shall receive packets from a determined network
node;

• Broadcast identifier (BcastID): when several broadcasts
are sent into the network, each of them receives an
identifier associated to a given RREQ message enabling
its identification. It is incremented when any new route
request is sent;

• Messsages’ time to live (TTL): a counter that represents
the maximum time that can elapse before a message is
discarded;

• Hops count : number of necessary hops to reach a given
node from a specific source node.

And the following messages:
• Hello: these messages are periodically sent to confirm the

connectivity between neighbors;
• RouteRequest (RREQ): route request messages are sent

to the entire network to find a destination node, when the
route is not known anymore;

• RouteReply (RREP): this is the answer to a route request
specifying how to reach a destination node;

• Route Error (RERR): it is a link failure warning. When
a link between two nodes comes down a RERR is sent;

When a node wants to send a packet to another
node and does not know a route yet, the source node
sends a RouteRequest (with SrcID, DestID, SrcSeqNum,
DestSeqNum, BcastID and TTL) to all its neighbors by
diffusion. If a neighbor is not the destination or if it does
know a valid route to the destination, it forwards the RREQ
to all its neighbors. This flooding process is repeated, till the
requisition reaches either the destination or a node that knows
a route to the destination.

A destination node answers to a RREQ by sending a RREP
message, through the reverse path, that contains the source
and destination addresses, the destination sequence number,
the hops count that is incremented by one at each hop, and its
TTL. Before sending a RREP, the destination node updates its
sequence number as the maximum between the present value
and the value received in the RREQ message. At each node
traversed by the RREP message on the reverse path, the next
hop to reach the destination is stored in an entry concerning the
destination, i. e., the neighbor’s address from which the answer
has been received and the destination’s sequence number.

B. Gossip algorithm
The Gossip algorithm is a probabilistic multicast protocol in

which a node forwards information only to a given number of
neighbor nodes, that is established by means of a probability
setup in the algorithm. In this way, the network flooding is
avoided, unless the probability is set to 1, meaning that 100%
of the neighbors should receive messages.

Each node in this kind of Gossip algorithm keeps only a
partial view of the entire system, that is employed to guide
the selection of nodes that will participate in the information
exchange.

The fact that the senders randomly choose to whom they
send messages, makes the Gossip fault tolerant and completely
distributed.

There are different kinds of Gossip algorithms, and the most
common are:

• GOSSIP1 (p, k): it sends a broadcast to the first k hops,
allowing the initial messages to be forwarded with a
probability p = 1 (100%). After receiving a message for
the first time, the node forwards it with p < 1.

• GOSSIP2 (p1, k, p2, n): the information forwarding of a
given node depends on its relative position to the source
node and on the number of neighbor nodes (n).

• GOSSIP3 (p1, k, m): the information forwarding of a
given node is made according to a sufficient number of
retransmissions (m). If a node decides not to forward a
message and after that it receives less than m copies of
messages, it sends a broadcast message at once.

This work employs the GOSSIP2 algorithm, whose para-
meters are described hereafter:

• p1 is the probability of a node forwarding the gossip if
the number of its neighbors is greater than n.

• k is the number of initial hops for which the gossip is
forwarded with probability equal to 1.

• p2 (p2>p1) is the probability of a node forwarding the
gossip if the number of its neighbors is less than n.

• n is the number of neighbors threshold.
• Fanout: is the selected number of nodes (t) to receive

the message sent by the emitter. High values of fanout
ensure a higher level of fault tolerance at the expenses
of a higher degree of redundant traffic generation in the
network.

When a node receives a message for the first time, it stores
the message and forwards it to a given number of nodes
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(fanout). These nodes, by their turn, select some of their
neighbors and propagate the message. If a node receives a
message that it already knows, it ignores it.

The bottom line of the Gossip algorithm is to make all
nodes participate in the same manner of the information
dissemination. Thus, if a node wants to send a broadcast
message, it randomly selects t nodes (its fanout) and sends
the message to them.

C. The Quorum System

A Quorum system is a collection of sets (quorums) every
two of which intersect. Quorum systems have been used
for many applications in the area of distributed systems,
including mutual exclusion, data replication and dissemination
of information [12].

Any practical Quorum system must take into account that
some of the servers may fail and, even in this situation, they
must exchange data among them and continue to work.

This work presents a system made of an arbitrary number
of clients and a set S of a fixed number of servers.

There is a Quorum system Q if:

Q = Qr + Qw (1)

where Qr is a set of quorums used for read operations (Read
Quorum) and Qw is a set of quorums used for write operations
(Write Quorum). Any Read Quorum and Write Quorum pair
have a non-empty intersection.

The Quorum system used in this work is based on [12] and
its functioning is as follows:

• To write data on a Quorum’s server, the client checks the
Read Quorum’s servers to choose a timestamp larger than
any existing timestamp for any data already saved in the
servers and send the data to the Write Quorum’s servers
associated to the largest chosen timestamp.

• To read data from a Quorum’s server, the client checks
the Read Quorum’s servers and looks for the most recent
data, i. e., those that have the largest timestamp, and
return the data to the user.

D. Performance Parameters

The performance parameters chosen to evaluate a fault
tolerant system were:

• RREQ: messages sent by a node to a set of nodes with
the objective of find a route. The total number of RREQs
has been measured.

• Throughput (bps): parameter that indicates the effective
data transmitted in bits and measured in a time interval.

• Latency (s): represents the elapsed time for a packet to go
from a source node to a destination node. It is given by the
sum of sending and receiving delays of CBR (Constant
Bit Rate) flows.

• Packet loss (%): represents the difference of the number
of sent packets and the number of received packets over
the number of sent packets, given in percentages.

• Energy consumption (mWhr): is given by the sum of
energy consumption employed on receiving (RX) and
transmitting (TX) information. The energy consumed by
data transmission is computed by (2):

Consumption = [(TxPowerCoef× txPower)+
TxPowerOffset]× txDuration

(2)

where TxPowerCoef and TxPowerOffset are statistically
defined by the WaveLAN specifications as 16/s and 900
mW, respectively. txPower is proportional to the distance
the signal has to travel.
The energy consumed by data reception is computed by
an equation similar to (2) appropriately modified.

III. SIMULATION SCENARIOS

Two network simulators have been analyzed, namely: NS-2
[14] and Glomosim 2.03 [15] educational version. Both of
them are free software and have been extensively used in
research providing many research references for comparison.

The Glomosim 2.03 is a scalable discrete events simulator
developed by the UCLA and, besides the aforementioned
arguments, it has been chosen because it has been used in
[6] that is an important reference for this work.

The simulation considered the following parameters:
• 1000 m x 1000 m area;
• simulation time: 5 minutes;
• number of nodes: 80 - uniformly distributed over a grid

of degree equal to 11,7 (average number of immediate
neighbors);

• traffic: a set of 30 CBR flows between of randomly
chosen node pairs. The transmission rate is 2 packets per
second; each packet has 512 bytes;

• mobility: five mobility situations have been defined by
their pause duration - 50, 100, 150, 200 and 250 seconds.
A no-mobility scenario has also been simulated and it is
indicated by a 300 seconds pause time;

• protocols: the following combination of protocols have
been simulated:

– AODV;
– AODV + Gossip;
– AODV + Gossip + Quorum

Two fault simulation scenarios, designated as A e B have
been defined and are described below. For each situation of
interest 100 simulations have been performed starting with a
different seed for the random number generator. In all cases the
performance parameter average and standard deviation have
been evaluated. The histogram and the qq-plot function of each
simulation have been built to verify if the results followed a
Normal distribution. All the results have been treated by the
R statistical software [16].

Simulation times of 2, 5 and 10 minutes have been tested
and it has been observed that 5 minutes were enough for the
network to reach the steady state regime.

• Scenario A:
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TABLE I
SCENARIO A FAILURES

Failures (%) Fixed node with failure ID

7.5 1, 14, 22, 47, 63, 79

15 1, 7, 14, 17, 22, 31,
39, 47, 54, 63, 74, 79

22.5 1, 4, 7, 11, 14, 17, 22,
26, 31, 34, 39, 44, 47,
54, 59, 63, 74, 79

30 1, 4, 7, 9, 11, 14, 17, 19,
22, 26, 29, 31, 34, 39, 41,
44, 47, 51, 54, 59, 63, 69, 74, 79

– After 2.30 minutes of simulation, a group of nodes
is forced to fail for a constant time of 10 seconds.
The failure is simulated by deleting the node’s data
and leaving the node unavailable for 10 seconds.

– Fault probability: the failures were applied to 7.5, 15,
22.5 and 30% of pre-defined nodes. For the sake of
simplicity, CBR source and destination nodes never
fail.

Table I presents the pre-defined nodes that are forced to fail
in the scenario A.

• Scenario B:
– The simulation starts and after 50 seconds a certain

number of nodes fail. The fault duration F1 is
randomly selected from an exponential distribution.
After F1 has elapsed another group of nodes fail for
F2 seconds. The procedure is repeated till an average
number of nodes either of 7.5%, 15%, 22.5% or 30%
have failed. The simulation time never exceeds 5
minutes.

– Fault probability: the nodes are randomly selected
from a uniform distribution with average probability
of 7.5, 15, 22.5 and 30%. Thus a group of nodes fail
for F1 seconds, a second for F2 seconds and so on,
till the average value of fault probability has been
obtained. For the sake of simplicity, the source and
destination nodes of CBR traffic never fail.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In all cases, the simulation has been performed for 100
different values of the seed of the random number generator. It
has been verified that the results follow a normal distribution
and the obtained results are really representative. As an
example, Figure 1 shows the qq-plot obtained for the following
simulation case: scenario A, association of the Gossip with the
Quorum, pause time = 150 seconds, fault probability = 30%;
performance parameter = packet loss rate. Figure 2 shows
the histogram corresponding to the same case. All results, for
both scenarios and simulation conditions, presented a similar
behavior.

The simulation results are presented in Figures 3 thru 12.
The x-axis represents the fault probability (7.5, 15, 22.5 and

Fig. 1. pplot: AODV + Gossip + Quorum; pause time = 150 s; fault
probability = 30%

Fig. 2. Histogram: AODV + Gossip + Quorum; pause time = 150 s; fault
probability = 30%

30%); the y-axis represents the pause time (50, 100, 150 and
250 s - the non-mobility case is indicated as 300 s pause time);
the z-axis represents the performance parameter of interest.
In all cases. The average and the standard deviation were
obtained. Only the average values are shown in the figures.

Figures 3 and 4 show the results for the latency. It can be
observed that the use of the Gossip and the Quorum associated
with the AODV protocol does not produce any significative
degradation of this parameter. The slight latency increase can
be explained by the fact that the Gossip algorithm takes some
time to determine the nodes to which forward the information
and the Quorum system has to write the information into the
Quorum’s servers. The latency increase is accentuated when
the fault probability increases, because as the number of active
nodes in the network is reduced it takes longer to forward the
information to the Quorum’s servers.

Fig. 3. Latency - Scenario A
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Fig. 4. Latency - Scenario B

Figures 5 and 6 show the results for the throughput. It can
be observed that the use of the Quorum system increases the
throughput. On the other hand, the use of the Gossip algorithm
without the Quorum system does not bring any advantage to
the system. This can be explained by the fact that Quorum
system keeps part of the data in its servers allowing the nodes
to have almost immediate access to them and, by consequence,
improving the throughput.

Fig. 5. Throughput - Scenario A

Fig. 6. Throughput - Scenario B

Figures 7 and 8 show the results for the number of route
requests (RREQs) messages. It can be observed that the use
of the Gossip algorithm produced a significative reduction of
RREQs. This can be explained by the fact that the flooding
technique is not being used anymore. The Gossip algorithm
sends RREQs only to some nodes. Applying the Quorum
system produces a slight increase in the number of RREQs
due to information forward to the Quorum’s servers and
information requests from their clients. However, such increase
is not significative for the overall performance.

Fig. 7. RREQ - Scenario A

Fig. 8. RREQ - Scenario B

Figures 9 and 10 show the results for the energy con-
sumption. The observed differences without and with using
the Gossip are not significative but the slight reduction can
be taken as an indication that if the Gossip is modified to
become power-aware an interesting energy consumption could
be achieved.

Fig. 9. Energy consumption - Scenario A

Figures 11 and 12 show the results for the packet loss rate.
It can be observed that the use of only the Gossip algorithm
associated with the AODV protocol brings no advantage to the
system performance. On the other hand, using the Quorum
system produces a significative reduction of the packet loss
rate that is explained by the data distribution and replication
scheme: when a packet is lost, it may exist a copy of this data
in the Quorum’s server that forwards this information to the
clients requesting the corresponding packet.

Table II shows the average and standard deviation values
obtained for the scenario B packet loss rate. According to
these results, the packet loss rate reduction obtained thanks to
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TABLE II
AVERAGE AND STANDARD DEVIATION VALUES FOR THE SCENARIO B PACKET LOSS RATE

Faults (%) Pause time (s) AODV AODV + Gossip AODV + Gossip + Quorum

7.5 0 6.85 ±3.04 13.40±2.89 6.27 ±2.79

7.5 50 39.94 ±2.55 41.06 ±2.95 26.79 ±3.07

7.5 150 38.63 ±3.16 40.45 ±2.75 21.05 ±3.16

15 0 9.10 ±0.98 17.05 ±0.95 6.71 ±1.03

15 50 46.85 ±3.28 47.13 ±3.20 36.36 ±4.31

15 150 41.38 ±2.82 43.07 ±2.07 26.73 ±1.80

22.5 0 11.18 ±1.04 16.36 ±1.04 9.21 ±0.91

22.5 50 45.32 ±2.75 47.93 ±0.98 34.74 ±1.12

22.5 150 37.59 ±1.10 40.65 ±0.94 27.78 ±0.86

30 0 11.78 ±0.95 16.58 ±0.88 9.29 ±0.94

30 50 45.45 ±3.04 48.10 ±3.21 34.96 ±1.11

30 150 37.78 ±0.93 41.84 ±2.08 28.87 ±0.95

Fig. 10. Energy consumption - Scenario B

Fig. 11. Packet loss rate - Scenario A

the use of the Quorum system is really significative being of
the order of 10%. The results for the scenario A are similar
and the standard deviation values are in the range of 1.00 thru
4.35.

The standard deviation values for the other performance
parameters in both scenarios were: 0.04 thru 0.05 s for latency;
0.4 thru 0.5 mWhr for energy consumption; 4,500 thru 5,200
messages for RREQ; 500 thru 600 bps for throughput.

Fig. 12. Packet loss rate - Scenario B

V. CONCLUSION AND FUTURE WORK

This paper has analyzed comprehensively the association of
the Gossip algorithm and the Quorum system with the AODV
routing protocol for two different fault simulation scenarios.
The results have shown that the Gossip algorithm is effective
on reducing the number of route requests messages in the
network with a slight increase of the latency and decrease of
the throughput. On the other hand, the use of the Quorum
system is effective on reducing the packet loss rate. Thus, a
Gossip-Quorum-AODV based system is a good solution for
building fault tolerant mobile ad-hoc networks.

It has also been observed a minor decrease of the energy
consumption by using the Gossip algorithm. The obtained va-
lues are not very significative but indicate that a power-aware
version of the Gossip will be worthwhile. As a future work we
intend to implement this algorithm introducing a sleep mode
state for the nodes that are receiving any information in a
determined instant of time. This new scheme will be compared
with other solutions reported in the literature.

A similar work is being done for the DSR routing protocol
and a comparison study with the AODV will be reported soon.
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Abstract— Random access protocols assisted by multipacket
reception (MPR) have been extensively analyzed in terms of their
stability and delay properties. However, due to the complex in-
teractions between queuing states and reception parameters, the
optimum transmission probabilities and therefore the boundaries
that define the throughput region of the protocol have not been
explicitly derived as in collision-model approaches, particularly in
the asymmetrical user case (i.e., the case where the users present
different traffic and reception parameters). In this paper we carry
out a protocol optimization that results in a novel closed-form
expression for the optimum transmission probabilities of a slotted
and multipacket reception carrier-sense multiple access protocol
with a finite and arbitrary number of users. We explicitly confirm
that for a two-user Slotted-ALOHA (S-ALOHA) protocol, the
resulting throughput region reduces exactly to the stability
region calculated in previous works using the dominant system
approach. Our results also show that the proposed carrier-
sense mechanism considerably improves the stability region of
a two-user S-ALOHA protocol whenever the original stability
region shows non-convex characteristics. The results can be easily
extended to IEEE 802.11 based wireless local area networks,
which have been typically studied using p-persistent carrier-sense
schemes, and also to networks with distributed antennas or with
retransmission and cooperative diversity, which constitute hot
topics in the communication system design arena. Finally, the
benefits of the proposed carrier-sense mechanism are assessed by
comparing the throughput region of several system configurations
with two active users.

Index Terms— Cross-layer design, multipacket reception pro-
tocols, random access.

I. INTRODUCTION

The design of wireless random access protocols has regained
attention due to new multipacket reception (MPR) capabil-
ities provided by upgraded physical layer schemes such as
multiple antenna receivers and cooperative and retransmission
diversity systems [1]-[4]. This new perspective, where more
than one packet can be simultaneously decoded from a single
transmission, contrasts with the conventional collision-model
in which any collision was assumed to yield the loss of all the
the contending packets [5].

The first formulation that attempted to include stochastic
multipacket reception capabilities in random access was the
widely referenced work of Ghez and Verdu in [6]. The
authors proposed a stochastic MPR matrix model for sym-
metrical systems (i.e., all the users have identical traffic and

MPR parameters) and derived the maximum stable throughput
(MST) of a Slotted ALOHA (S-ALOHA) protocol under the
assumption of an infinite population. In [7], the authors have
extended the analysis of the system by proposing an optimum
decentralized retransmission strategy using the backlog states
of the system. However, the MPR model introduced in [6]
still lacked of an important feature of wireless networks:
asymmetrical configurations. To fill this gap, Naware et al.
have proposed in [8] a conditional reception probability ap-
proach for a finite-user S-ALOHA protocol which absorbs
most of the characteristics of wireless channels, including such
asymmetric scenarios. The authors have also used a dominant
system approach to derive an exact closed-form expression for
the stability region (i.e. the set of arrival rates for which the
queues of all the users remain bounded) for the particular case
of two-users, and derived sufficient and necessary conditions
for stability in the case of more than two users. They have also
found that S-ALOHA without transmission control is optimum
when the stability region is convex (i.e., all the interior points
are interconnected by lines that also lie inside the region).
Naware et al. have further analyzed in [8] the delay properties
of the system, particularly for the case of two active users.
The protocol presented in this paper is an extension of the
protocol in [6] as it will be explained later in this section.

Further details on the study of the finite-user S-ALOHA
protocol with MPR have been presented in [9], where the
authors introduced the notion of standard MPR channel that
simply states the intuitive fact that collisions with high number
of users are less likely to be captured than those with fewer
users. They also defined the throughput region of the protocol
as the set of throughput values for which all the transmis-
sion probabilities exist, and derived its properties under the
assumption of a standard MPR channel. They also established
the conjecture that the closure of the stability region converges
to the throughput region, a conjecture previously established
in the collision model approach (see [11] and references
therein). In [10], the authors have proved, for the particular
case of systems with two users, that this conjecture is true. In
the demonstration they have employed the dominant system
approach previously used for the analysis of the conventional
S-ALOHA protocol (e.g., [11]). The proof for the case of
systems with more than two users remains as an open problem
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today, even in the collision-model approach. An extension of
the aforementioned multipacket reception model to the case
when channel state information is available to the transmitter
can be found in [12] and [13], where it was dubbed generalized
multipacket reception model. Finally, the extension of such
model to systems with retransmission diversity and without
channel state information can be found in [14].

Despite the efforts previously described for the analysis
of stability and delay properties of random access protocols
with MPR, a protocol optimization, which would yield the
transmission probabilities that maximize the throughput re-
gion, has not been explicitly derived as in the collision-model
approaches. This is mainly due to the complex interactions
between the queuing statistics and reception parameters. In
this paper we carry out such optimization and derive a closed-
form expression of the optimum transmission probabilities for
protocols with a finite and arbitrary number of users, which
is new in the related literature. Furthermore, in the protocol
formulation, a carrier-sense mechanism is further proposed in
order to improve the performance of the system in terms of
throughput.

Carrier-sense multiple access (CSMA) protocols were pro-
posed as an important improvement to the conventional
ALOHA protocol [5]. They have been mainly used in wireline
networks where the propagation delay is considerably smaller
than the length of the packet. For purposes of this work, the
CSMA protocol will considered as a simple generalization of
the S-ALOHA protocol, thus leaving as future research work
the analysis of all its possible impairments. In our analysis of
the CSMA protocol, and due to the fact that existing MPR
schemes assume that all the contending packets are equal-
length, we will use a constant packet length distribution fol-
lowing the lines of the conventional CSMA protocol described
in [15]. Our results indicate that the carrier-sensing mechanism
improves the system performance under low MPR scenarios,
but not further gain is achieved in systems with good MPR
parameters. This also means that not scheduling resources are
required for systems with strong MPR conditions, a result
previously presented in [8] and which is further explored and
confirmed in this paper.

Finally, we have found out that in the particular case of
the S-ALOHA protocol with two-active users, our closed-form
solution reduces exactly to the stability region of the protocol
derived in [6] using the dominant system approach. Although
this was implicitly proved by the authors in [10], we have
derived explicit closed-form expressions for both the set of
probabilities of transmission and for the throughput/stability
region, which are new in the related literature and which clar-
ify the reasons for the equivalence between the two regions.

The structure of this paper is as follows. Section II for-
mulates the protocol rules and system assumptions. Section
III presents the analysis of the throughput region. Section
IV presents the optimization of the protocol with respect to
the probabilities of transmission, while Section V provides
analytical results for the two-user case, and Section VI de-
scribes some graphical examples. Finally, Section VII draws

conclusions.

II. RECEPTION MODEL AND PROTOCOL DESCRIPTION

This section describes the packet reception model to be
used and the details of the protocol operation. Consider a
slotted wireless multiaccess network with a central controller
or base station (BS) and J active buffered users. Whenever
user j senses the channel and finds it to be idle, then it
transmits a packet provided its buffer is not empty. The packet
arrival rate will be denoted by λj packets/time-slot, whereas
the transmission probability is denoted by pj . As regards the
carrier-sense mechanism, the packet length, normalized to the
time-slot of the system, is denoted by L. It is worth pointing
out that the packet length is directly related to how often the
carrier sense mechanism is performed along the duration of
a packet transmission. Now, if it happens that two or more
users simultaneously transmits a packet in a particular time-
slot, then we assume that the BS will attempt the decoding of
the contending packets using signal processing operations for
MPR.

The reception model to be used is based on a conditional
reception probability approach that was first introduced by
Naware et al. in [8] for the analysis of a finite-user S-
ALOHA protocol with MPR. The authors have defined the
marginal probabilities of reception for user j, conditional on
the transmission from a set of active users (T ), as follows:

qj|T =
∑

R:j∈R⊆T

qR;T ,

where qR,T is the probability of decoding packets only from
the set of users R conditional on the set of transmitting
users T . This marginal conditional probability model describes
many characteristics found in wireless networks, particularly
their asymmetric nature.

Now suppose that U , S , and Ŝ are three groups of terminals.
We say the MPR channel is standard when the following
inequality holds for all U ⊆ S ⊆ Ŝ [9]:∑

R,U⊆R⊆S

qR;S ≥
∑

R,U⊆R⊆Ŝ

qR;Ŝ . (1)

This condition states that collisions of higher numbers of users
will be always more destructive and hence less likely to be
resolved than those collisions with less users.

Finally, to denote the random outcome of a packet trans-
mission of length L and the absence of any transmission with
length of one time-slot, we will use the random variable l
for the length of the collision resolution period or epoch slot.
Having defined the conditional reception probabilities and the
system model we now proceed, in the next section, to analyze
the performance of the protocol by defining and studying the
individual throughput expressions and the throughput region
of the protocol.

III. PERFORMANCE ANALYSIS

For the performance analysis of the system, let us consider
the packet throughput from user j as the ratio of the probability
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of correct reception of packets of user j with length L, denoted
by ps,j , to the average length of an interval, denoted by E[l],
which can be mathematically expressed as follows:

Tj =
Lps,j
E[l]

. (2)

It is worth pointing out that the term L in the numerator is
required to provide a fair comparison between systems that
use a different packet length. The throughput can then be
considered as measured in packet-units per time-slot, or simply
as channel utilization. Now, the term ps,j can be calculated as
in [9]:

ps,j =
∑
T :j∈T

Pr(T )qj|T , (3)

where Pr(T ) indicates the probability of occurrence of a
particular set of transmitting users T , and which can be
written, under the assumption of independence of the queues,
as follows [6]:

Pr(T ) =
∏
i∈T

pi
∏
k 6∈T

pk.

We can also obtain an expression for E[l] by using the formula
for a finite-user CSMA protocol with constant packet length
[15]:

E[l] = L{1− Pr(T = ∅)}+ Pr(T = ∅),

where Pr(T = ∅) is the probability that no user transmits, i.e.
the probability that the set of of transmitting users is empty.
This expression simply denotes that the length of the epoch is
L whenever there is a packet transmission with probability
1 − Pr{T = ∅} plus the contribution of only one time-
slot whenever there is no user transmitting with probability
Pr{T = ∅}. Now, let us rewrite the above expression for E[l]
as follows:

E[l] = L+ (1− L)Pr{T = ∅},

and, assuming independence of queuing statistics, which is
an assumption valid for low to medium traffic loads [17], if
finally reduces to:

E[l] = L+ L̄
∏
k

p̄k, (4)

where (̄·) denotes 1 − (·). Having defined the individual
throughput expressions and the particular terms that compose
them, let us now turn our attention to the throughput region of
the protocol. Let T = [T1, . . . , TJ ]T be the throughput vector
and p = [p1, . . . , pJ ]T the vector of transmission probabilities,
where (·)T denotes the transpose operator. The throughput
region CT is then defined as in [9] as the union over all possible
transmission vectors p, i.e.,

CT =
{

T̃ | T̃j = Tj(p), 0 ≤ pj ≤ 1,∀j
}
. (5)

In [9], the authors have further demonstrated that the through-
put region described in eq.(5), under the assumption of a
standard MPR channel in eq.(1), is coordinate convex. In order

to find the envelope of the throughput region we have to
find the optimum transmission probabilities for the system,
as explained in the next section.

IV. PROTOCOL OPTIMIZATION

This section presents the optimization of the system ex-
pressions with respect to the probabilities of transmission. For
such purpose, we will use the optimization method proposed
by Abramson in [16], which can be stated as follows:

popt = arg maxp Tj subject to Tk = Gk k 6= j, (6)

where Gk is a constant. This means that we look at all the so-
lutions that maximize the throughput from user j, provided all
other throughput values are kept constant. The boundaries of
the throughput region is the obtained by exploring all possible
values of the throughput constraints. Using the technique of
Lagrange multipliers, this optimization problem is equivalent
to solve the following set of equations:

∂Tj
∂pk
−

J∑
n:n 6=j

υn
∂Tn
∂pk

= 0, k, j = 1, . . . , J,

where υn is the Lagrange multiplier associated to the n-th
throughput value. The solution for this set of equations is given
by setting the following Jacobian determinant to zero [16]:

|J| = 0, (7)

where | · | denotes the determinant operator and J is the
Jacobian matrix with elements given by:

Ji,j =
∂Tj
∂pk

. (8)

For convenience let us now rewrite the expression for ps,j
in eq.(3) by expanding it in terms of the individuals pj’s as
follows:

ps,j = pj

q1|{1} +
J∑
k=2

(−1)k−1
∑
Tk:j∈Tk

∏
i∈Tk

piQj,T

 , (9)

where Qj,T = q1,{1} − q1,T . Now consider the following
expressions for the partial derivatives of ps,j and E[l]:

∂ps,j
∂pk

=
ps,j − αj,k

pk
,

and
∂E[l]
∂pk

=
E[l]− βk

pk
,

where
αj,j = 0,

∂αj,k
∂pk

= 0, and
∂βj
∂pj

= 0.

Given the above relationships it results clear that the terms
αj,k and βk represent the terms of ps,j and E[l], respectively,
which are not a function of pk. Using the property of the
determinants, in which the multiplication of any column or row
by a scalar affects all the determinant by the same scalar, we
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can express a modified version of the elements of the Jacobian
matrix in eq.(8) as follows:

pk
βk

(E[l])2
∂Tj
∂pk

=
pk
βk

(
E[l]

∂ps,j
∂pk

− ps,j
∂E[l]
∂pk

)
,

which, after some algebraic manipulations, can be finally
expressed as:

pk
βk

(E[l])2
∂Tj
∂pk

= Aj −Bj,k, (10)

where
Aj = ps,j , (11)

and
Bj,k =

αj,k
βk

E[l]. (12)

After these simplifications, it can be proved, as shown in the
Appendix, that the equation of the Jacobian determinant equal
to zero in eq.(7) reduces to the following expression:

J∑
j=1

Aj |Bj |+ |B| = 0, (13)

where Bj denotes the submatrix formed by setting to 1’s all
the elements of the j-th row of matrix B and whose elements
are given by the Bj,k’s . For the sake of simplicity we will
analyze, in the following section, the system expressions for
the particular case of a network with two active users.

V. TWO-USER SYSTEMS

First, consider the parametric equations given by the
throughput expressions of both users:

λj = Tj =
ps,j
E[l]

, j = 1, 2, (14)

together with the formula for the optimum transmission prob-
abilities in eq.(13). For the particular case of user 1, we have
the following expressions:

ps,1 = p1(q1|{1} − p2Q1), Q1 = q1|{1} − q1|{1,2},

with similar expressions for user 2. The average length of an
epoch can be obtained from eq.(4), but this time for a two-user
system:

E[l] = L+ (1− L)(1− p1)(1− p2). (15)

After some algebraic manipulations detailed in the Appendix,
eq.(13) can be finally expressed as:

(q1|{1} − p2Q1)(1− L̄p1)
q1|{1}

+

(q2|{2} − p1Q2)(1− L̄p2)
q2|{2}

= E[l]. (16)

Furthermore, if L = 1, which describes a S-ALOHA protocol,
the previous expression becomes:

p2Q1

q1|{1}
+
p1Q2

q2|{2}
= 1, (17)

which represents an extension to the very well known expres-
sion for the optimum probabilities of transmission of the S-
ALOHA protocol under the collision model, i.e. p1 + p2 = 1.
It is important to note that for eq.(16), eq.(17) as well for
the previous expression, the values for p1 and p2 should be
bounded by 0 ≤ p1, p2 ≤ 1.

Let us now find a non-parametric representation of the
throughput region given by eq.(14) and eq.(17). For simplicity,
we will derive our results for the S-ALOHA protocol. First
of all we can obtain the value for p1 or p2 from eq.(17)
and substitute it in eq.(14), which results in the following
expressions:

p1 =

√
λ1q2|{2}

Q2q1|{1}
, p2 =

√
λ2q1|{1}

Q1q2|{2}
.

Substituting these expressions back into eq.(17) we obtain the
following meaningful expression:√

λ1Q2 +
√
λ2Q1 = √q1|{1}q2|{2}.

Furthermore, by analyzing the boundaries at maximum load,
for example when p2 = 1 in eq.(14) and eq.(17) we obtain:

λ2 = q2|{2} −
λ1Q2

q1|{1} −Q1

with boundaries given by

λ1 =
q2|{2}

Q2q1|{1}
(q1|{1} −Q1)2

and
λ1 =

q1|{1}Q2

q2|{2}
.

Similar expressions can be obtained for user 2.
Summarizing the results above obtained, the throughput

region of a two-user S-ALOHA can be finally expressed as
the union of two solutions, i.e., CT = G1 ∩ G1 where:

G1 , {(λ1, λ2) : (λ1, λ2) ≥ (0, 0), (λ1, λ2) lies}

below the curve λ2 = f(λ1, q1|{1}, q2|{2}, Q1, Q2),

and

G2 , {(λ1, λ2) : (λ1, λ2) ≥ (0, 0), (λ1, λ2) lies}

below the curve λ1 = f(λ2, q2|{2}, q1|{1}, Q2, Q1),

where

f(λ, a, b, c, d) =

{
b− λd

a−c λ ∈ I1
(
√
ab−
√
λd)2

c λ ∈ I2,

where I1 =
[
0, b(a−c)

2

ad

]
, and I2 =

(
b(a−c)2
ad , abd

]
. This region

is identical to the stability region of the protocol obtained
in [6] using the dominant system approach, thus explicitly
confirming the equivalence between both solutions for the case
of a particular two-user S-ALOHA system.
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VI. RESULTS

We now proceed to display the results for the throughput
region of the protocol with different selection of reception
parameters and different system configurations. Fig.1 shows
the case where the two users have the same MPR param-
eters (q1|{1} = q2|{2} = 0.8, and Q1 = Q2 = 0.6) and
a system configuration with different packet lengths (L =
1, 2, 4 and 8). It can be observed that the introduc-
tion of the carrier-sensing mechanism with packet lengths
larger than the time-slot of the system yields an important
improvement in the stability region of this example. By simply
doubling the length of the packet, the stability is considerably
increased.
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Fig. 1. Stability region for the CSMA protocol with different packet lengths
and with the following MPR probabilities q1|{1} = q2|{2} = 0.8, Q1 =
Q2 = 0.6
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Fig. 2. Stability region for the CSMA protocol with different packet lengths
and with the following MPR probabilities q1|{1} = 0.9, q2|{2} = 0.6, Q1 =
0.5, and Q2 = 0.4
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Fig. 3. Stability region for the CSMA protocol with different packet lengths
and with the following MPR probabilities q1|{1} = 0.9, q2|{2} = 0.6, Q1 =
0.4, and Q2 = 0.3.

Fig.2 shows a case in which the users have different
MPR parameters given by q1|{1} = 0.9, q2|{2} = 0.6, Q1 =
0.5, and Q2 = 0.4, which produce a stability region which
is slightly larger than the one in Fig.1. In this case the carrier-
sensing mechanism also helps in increasing the stability region
of the system, but its effect is less obvious.

In comparison, the example in Fig.3 has a convex stability
region. The MPR parameters used in this case were q1|{1} =
0.9, q2|{2} = 0.6, Q1 = 0.4, and Q2 = 0.3. Note that the
throughput region is not improved at all when the carrier-
sensing mechanism is used. When the the stability region
is convex then the system does not need a carrier-sensing
scheme to improve its operation. This is another important
consequence of cross-layer design in which a system provided
with enough physical layer capabilities is able to stabilize the
system, thus requiring no extra scheduling resources.

VII. CONCLUSIONS

This paper has presented an analysis of the optimum
transmission probabilities of carrier sense and ALOHA-type
random access protocols assisted by MPR. We have derived
a simplified closed-form expression for such probabilities,
which is helpful in describing the envelope of the throughput
region of the system. Furthermore, our results for the S-
ALOHA protocol with MPR and two active users were shown
to exactly coincide with the stability region of the protocol
previously obtained using the dominant system approach.
An interesting result was that a carrier-sensing mechanism
greatly improves the stability region only in systems with low
MPR capabilities. An interesting future research topic is the
extension of the analysis to other random access protocols with
MPR capabilities.
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IX. APPENDIX

A. Derivation of eq.(13) for the optimum probabilities of
transmission.

The demonstration is by induction. First, consider the state-
ment is true for J = n, then let us state the problem for the
term n+ 1 and expand the Jacobian determinant in eq.(7) by

cofactors as follows:

|J(n+ 1)| = A1|J1,1(n)|+
n+1∑
i=2

(−1)i+1(A1 −B1,i)|J1,i(n)|,

(18)
where Bj,i(n) denotes the submatrix of order n that results
from removing row j and column i from matrix B(n+ 1). By
hypothesis we know that:

|J1,1(n)| = |B1,1(n)|+
n∑
j=2

Aj |B1,1
j |,

while it can be demonstrated using the properties of determi-
nants that:

n+1∑
i=2

(−1)i+1(A1 −B1,i)|J1,i(n)| = |B(n+ 1)|

+A1

 n∑
j=2

Aj |B1,i
j (n)|+ (−1)i+1|B1,i(n)|

 .
Finally, by noting that by cofactors expansion:

|B1,1(n)|+
n∑
j=2

(−1)i+1|B1,i(n)| = |B1(n+ 1)|,

and substituting back into eq.(18), we can obtain eq.(13) which
completes the derivation.

B. Derivation of eq.(17) for the optimum probabilities of
transmission of a two-user system.

Consider eq.(13) and the elements in eq.(11) and eq.(12),
which are given by:

α1,2 = p1q1|{1}, α2,1 = p2q2|{2},

β1 = 1− L̄p2, β2 = 1− L̄p1,

together with the average length of an epoch given by eq.(15).
Having defined these terms, we can calculate the following
terms:

|B1| = −B2,1, |B2| = −B1,2, and |B| = B1,2B2,1.

By substituting these expressions in eq.(13) we can obtain:

ps,1E[l]
B1,2

+
ps,1E[l]
B2,1

= E[l],

which, after some algebraic manipulations, can be finally
shown to reduce to eq.(13).
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Abstract -  The  presence  of  wireless  nodes  keeps 

growing in present day networks. However, TCP was not 

designed to work in high BER environments like a wireless 

link. In this work, we propose a new Cross-Layer solution 

to  this  problem.  The  Data  Link  Layer  measures  the 

channel  BER  and  makes  it  available  to  the  Transport 

Layer,  which  can  adjust  its  segment  size  to  an  optimal 

value.  By using a TCP throughput prediction model,  we 

were able to prove there is a throughput increase when our 

solution is used.

Index Terms - Wireless Networks, TCP, Cross-Layer, 

throughput prediction model, ARQ.

I. INTRODUCTION

The  number  of  wireless  nodes  is  growing  in  TCP 
networks  everyday.  Such  a  heterogeneous  environment  can 
result in poor network operation because TCP may interpret a 
channel loss as a congestion indicator.

A widely discussed topic in recent networking research 
is  Cross-Layer  Design.  By inserting  some violations  in  the 
layered  model,  it  can  lead  to  improvements  on  network 
operation.  Many  proposals  have  been  published,  providing 
enhancements  in  different  ways  like  mobile  devices  energy 
saving  [1],  better  received  multimedia  quality  [2],  higher 
network resources  use efficiency [3],  and our main interest: 
adaptation of TCP to increase network throughput [4]; among 
many other Cross-Layer proposals.

Lately, there have been many proposals to improve TCP 
throughput  by  using  Cross-Layer  design.  One  of  them, 
proposed  by  Kota  [5],  considers  adaptive  modulation  and 
coding (AMC) using four different TCP versions: NewReno, 
SACK, Westwood+ and Hybla. Throughput was simulated for 

each of them adopting a satellite network, a range of signal to 
noise ratios (SNRs) and two schemes: BPSK with ½ coding 
rate (called mode 1) and QPSK with ¾ coding rate (mode 2). 
The results show that for each TCP version, there is an optimal 
SNR threshold for changing from mode 1 to  2,  in  order  to 
increase throughput. Also, they prove TCP Hybla outperforms 
the  throughput  of  the  other  versions  in  the  presence  of 
segment  errors.  However,  their  results  could  be  improved 
using an ARQ scheme to diminish the channel error effects.

Another  example  of  the  Cross-Layer  use  in  TCP 

networks can be seen in Möller et al [6]. Their first step was to 
divide a TCP connection in two: the first, between a file server 
and a web proxy, and the second, between the proxy and the 
mobile terminal.  The latter had its  TCP Congestion Control 
replaced by Möller's  radio network feedback architecture.  A 
radio network controller was responsible for the measurement 
of the available bandwidth. Also, it fed this parameter to the 
web proxy. Then, according to the number of packets waiting 
to  be  transmitted  to  the  mobile  terminal  and  the  available 
bandwidth,  the  TCP's  advertisement  window  was  changed, 
leading  to a  better  control  of  the number  of  packets  in  the 
transmission  queue  and  their  sustained  delay.  Their  results 
show a download time 20% lower than using TCP Reno and a 
queue  size  stabilization  around  a  predetermined  value. 
Nevertheless,  they  have  not  considered  packet  errors 
introduced by the channel, thus they did not consider the use 
of an ARQ scheme.

As  can  be  seen,  ARQ  is  rarely  considered  in  the 
literature.  The work in [4] studies this scheme because it  is 
already  present  in  the  technologies  they  model,  which  are 
EGPRS and 802.11a. However, we have chosen to use ARQ in 
this  work  because  we  will  prove  that  it  can  increase 
throughput.

We propose a Cross-Layer design to increase throughput 
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when there is a wireless node in the TCP network. We adopted 

a stop-and-wait scheme in the Data Link Layer, and a CRC 32 
method to detect frames that were corrupted by the channel. 
Finally, the network enhancement is proved by using a TCP 
throughput prediction model proposed by Bruno Pinto [7].

The rest of this paper is organized as follows: the next 
section provides  a  brief  history of  TCP and what  happened 
when wireless nodes began to be part of the existing networks; 
section 3 presents  the Cross-Layer concept emphasizing the 
characteristics of our Cross-Layer proposal later; then, section 
4 summarizes how the model developed by Bruno Pinto [7] for 
TCP throughput prediction works; in section 5 we present our 
Cross-Layer  proposal  and  analyze  its  effects  on  a  network 
containing a wireless end-point, and; finally, we present our 
conclusion in section 6.

II. TCP/IP IN WIRELESS NETWORKS

According to Kleinrock [8], still during the age of the 
ARPANET, the first Transport Layer protocol was created. It 
was  called  Network  Control  Protocol  (NCP).  However,  as 
different  types  of  networks  emerged,  like  the  Packet  Radio 
Network  (PRNET)  and  the  Packet  Satellite  Network 
(SATNET), network designers had foreseen that the protocol 
running on the Transport Layer had to be able to interconnect a 
type of network to any other. Thus, in 1974, the Transmission 
Control  Protocol  (TCP)  was proposed,  and has  been widely 
adopted.  More  technologies  were  aggregated  into  networks, 
such  as  optical  fibers,  satellite  links  and  wireless  networks 
since  then  [9].  It  led  to  the  scenery  we have today:  almost 
ubiquitous  wireless  Internet  access  through  a  heterogeneous 
network.  However,  the  TCP Congestion  Control  mechanism 
was  designed  considering  the  low  BERs  present  in  cabled 
networks.  Thus,  every  dropped  packet  was  an  indicator  of 
network congestion.  As mobile  nodes joined TCP networks, 
wireless  channels,  with higher  BERs,  started causing packet 
corruption  and  discard,  which  triggers  TCP  Congestion 
Control and results in throughput reduction [10]. Also, mobile 
devices  have  slower  transmitters  because  of  their  limited 
resources,  introducing  asymmetry  between  downlink  and 
uplink.  This  can  result  in  ACK loss  or  ACK compression, 
which reduce throughput as well [11].

Suppose  the  network  shown  in  Fig.  1  with  its 
characteristics depicted in Table 1. 

Fig. 1. Network Model

TABLE I
NETWORK CHARACTERISTICS

Parameter (symbol) Value

Wired Network Total Delay 999 msec

Base Station Buffer Size (B) 20 packets

Base Station Transmission Rate (μ) 100 packets/sec

TCP Segment Size 4320 bits

TCP ACK Size 320 bits

TCP ACK Transmission Delay 0.9 msec

Wireless Link Propagation Delay 50μs

The values above were chosen in order to result in τ=1 
[7]. This parameter represents the total network delay minus 
the transmission delay in the wireless link.

Considering a BER of 2*10-9 in  the wireless link,  we 
have the TCP congestion window behavior depicted in Fig. 2, 

simulated using ns-2 [12].

Fig. 2. TCP Congestion Window with Channel Errors

Throughput  can be calculated by dividing the sum of 
packets transmitted by the time taken to transmit them. If no 
channel  losses  occurred,  the  throughput  would  be  86.1358 
packets/sec, and in the case shown in Fig. 2, the throughput 
was 77.5 packets/sec. Varying the BERs from 10-2 to 10-10 we 
have the simulated results shown in Table II.
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TABLE II
THROUGHPUT VS CHANNEL BER

Channel BER Throughput [packets/sec]

10-2 0.0056

10-3 0.0056

10-4 0.0056

10-5 0.2185

10-6 4.7146

10-7 17.5542

10-8 56.3977

10-9 80.8141

10-10 85.4651

In  order  to  solve  the  aforementioned  problems,  many 
proposals  emerged.  The  common  procedure  to  hide 
noncongestion  losses  from  TCP  is  to  use  forward  error 
correction (FEC) schemes or automatic repeat request (ARQ) 
protocols  [9],  [10],  [13]  in  the  Data  Link  Layer.  An  FEC 
scheme  adds  redundancy  bits  to  the  transmission  block  in 
order to give the receiver the capability to correct some of the 
errors introduced by the channel. Consequently, it introduces a 
transmission overhead as part of the sent bits are not carrying 
data. Also, it increases the processing delay because coders are 
needed  to  generate  the  redundancy  bits  and  decoders  must 
recover  the  original  data.  Although  FEC  is  best  suited  for 
high-latency links, such as satellite communication systems, it 
can be used in wireless media as well, reducing the probability 
of  packet  discards  caused  by  channel  losses.  On  the  other 
hand, ARQ protocols deal with packet losses by retransmitting 
them. Several retransmission approaches can be used, such as 

stop-and-wait,  go-back-N,  and  selective-repeat.  Although 

stop-and-wait is  the  less  efficient  approach,  beginning  an 
analysis with this scheme is simpler, and later we can extend 
the work to the other approaches. A few limitations must be 
respected when using ARQ. It introduces bandwidth overhead 
when  there  is  data  retransmission  and  also  adds  delay  and 
jitter,  so it  can only be used for transmission of  non-delay-
sensitive data. Furthermore, it can trigger TCP timeouts if it 
has to retransmit the same block many times, so a limit to the 
number of retransmissions must be imposed.

Moreover,  there  is  still  another  option  to  reduce  the 
impact  of  corrupted  blocks  on  the  network  performance. 
Unless  a  FEC  scheme  is  being  used,  every  time  link-level 
drivers  detect  blocks  of  data  with  errors,  they  will  discard 
them. Nevertheless,  if  there was a way to warn TCP that  a 
channel  loss  occured,  it  would  not  trigger  its  Congestion 
Control mechanism and could retransmit the lost data without 

reducing  its  congestion  window [13].  This  type  of  solution 
charaterizes a Cross-Layer design [14], concept covered next.

III. CROSS-LAYER

The layered model allows communication only between 
adjacent  layers.  Each  layer  offers  services  to  its  neighbors 
using  interfaces.  A  network  designer  can  follow  these 
restrictions  or  share information among non-adjacent  layers. 
Furthermore,  variables  could  be  made  global  to  the  entire 
protocol stack. These violations,  which characterize a cross-
layer design [14], aim at some optimized network behavior.

Cross-layer  design  is  categorized  by  Srivastava  and 
Motani [14] as  follows:

● creation of new interfaces (e.g. in [15]);
● merging of adjacent layers (e.g. in [16]);
● design coupling (e.g. in [17]);
● vertical calibration (e.g. in [18]).

'Creation of new interfaces' is characterized by one or 
more layer variables made visible to non-adjacent layers. Also, 
it can be implemented in three ways: 

● Upward  Information  Flow:  a  lower  layer  send  its 
information to an upper non-adjacent layer; 

● Downward Information Flow: an upper layer shares 
its variables with a lower non-adjacent layer; 

● Back-and-forth  Information  Flow:  two non-adjacent 
layers send information to each other. 

Cross-Layer  solutions  allow  us  to  achieve  network 
optimization  that  would  be  infeasible  using  conventional 
methods.

We  have  special  interest  in  the  creation  of  a  new 
interface that implements an Upward Information Flow. This 
will  allow  us  to  prove  that  the  TCP  throughput  can  be 
increased  if  the  Transport  Layer  has  information  about  the 
channel BER, parameter that can be determined by the Data 
Link  Layer.  For  more  information  on  the  other  cross-layer 
design types, refer to [14].

IV. MODEL FOR TCP THROUGHPUT PREDICTION

The model proposed by Bruno Pinto [7] allows us to 

calculate  the  TCP throughput  when the  network  uses  stop-

and-wait (SW) or  go-back-N (GBN) as ARQ schemes in the 
Data Link Layer. Also, it assumes that the TCP segments are 
not fragmented in multiple IP packets or Data Link frames.

Through the  analysis  of  the behavior  of  the network, 
like depicted by the congestion window in Fig. 1, Bruno Pinto 
noticed  three possible events [7]:
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● One packet is discarded at the buffer when it is full, 

triggering a Fast Retransmission/Fast Recovery;
● Two packets are discarded, one at the full buffer and 

the other at the receiver because of a channel error, 

causing  two  successive  Fast  Retransmission/Fast  

Recovery events;
● Three  or  more  packets  are  discarded,  causing  a 

Timeout.

Each  event  has  an  associated  duration  and  causes  a 
change in the number of packets being transmitted over the 
network.  Through the  ratio  between the  number  of  packets 
transmitted  in  the  occurrence  of  each  event  and  their 
respective durations, Pinto could derive each event throughput 
equation  [7].  Then,  Pinto  analyzed  the  probability  of  each 
event  occurrence  and  multiplied  each  one  by its  respective 
event throughput, which resulted in the network throughput (

 ).  Finally, the normalized network throughput is  given 
by:

NT=
⋅k'
R

(1)

where  k' is the number of TCP data bits in each transmitted 

packet  and  R is  the  wireless  link  transmission  rate.  Its 
validation is presented in [7], showing it achieved an excellent 

approximation to simulations using ns-2 [12], which made the 
model attractive for use in this work. We will consider only the 
SW-ARQ part in this work for the sake of simplicity, leaving 
the GBN approach for a future work.

V. CROSS-LAYER PROPOSAL AND RESULTS

Adopting SW-ARQ and a CRC-32 technique for frame 
error  detection,  we  propose  a  new  interface  between  the 
Network Access Layer and the TCP Layer in the TCP/IP stack. 
Implementing  an  Upward  Information  Flow,  the  Transport 
Layer can be aware of the channel BER measured by the Data 
Link Layer. Then, the TCP Segment Size can be adjusted to 
achieve the highest throughput allowed in the occurrence of 
that BER, whithout changing the SW-ARQ scheme in the Data 
Link Layer.

SW-ARQ has been extensively studied and the equation 
to calculate its efficiency can be found in Schwartz [19]. Thus, 
the maximum efficiency can be found by derivation. However, 
since TCP throughput equations [7] are not differentiable, we 
had  to  apply  the  brute  force  method  to  find  its  maximum. 
Furthermore, we decided to apply the same method to the SW-
ARQ efficiency. The results are shown in Fig. 3.

Fig. 3. Optimal TCP Segment Size

As can be seen in Fig. 3,  the optimal segment sizes for 
maximum  TCP  throughput  are  different  from  the  sizes  for 
optimal Data Link Layer efficiency. 

Based  on  these  results,  we  analyzed  three  different 
scenarios:

● In  the  first  case,  we  used  the  segment  size  that 
maximizes the TCP throughput for each BER.

● In  the  second,  we  adopted  the  frame  size  that 
maximizes  the  Data  Link  Layer  efficiency  and 
calculated  the  total  segment  size  by  adding  the 
TCP/IP headers (320 bits) to the frame size.

● In the last case, we used a fixed segment size of 4320 
bits. Bruno Pinto [7] used this segment size, thus we 
adopted it for comparison purposes. Using the 
segment  size  of  each  scenario,  we  determined  the 
TCP throughput for a range of BERs, as depicted in 
Fig. 4.
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Fig. 4. Normalized Throughputs for different TCP Segment Sizes

We notice that a segment size that maximizes the Data 
Link Layer efficiency can result in a throughput lower than a 
fixed segment size, as can be seen in Fig. 4 for BERs higher 
than 10-6. Also, we notice that using the optimal segment size 
for TCP, the network achieves a higher throughput for every 
BER,  with  meaningful  results  in  the  occurrence  of  BERs 
above 10-5.

Finally,  we  proved  that  the  proposed  Cross-Layer 
solution  can  result  in  higher  TCP  throughput.  It  was 
accomplished by feeding the TCP layer with the channel BER 
that can be determined by the Data Link Layer.

VI. CONCLUSION AND FUTURE WORK

We were able to show that the TCP throughput can be 
increased if the TCP Layer is aware of the channel BER. This 
was achieved by creating a new interface connecting the TCP 
Layer and the Data Link Layer, which characterizes a Cross-
Layer  design.  Through  this  'Upward  Information  Flow' 
interface, the BER was made visible to the TCP Layer, which 
could adjust its segment size in order to increase throughput. 
Varying the TCP segment size can result in higher throughput 
because for every BER there is a best trade-off  between the 
segment size and its loss probability. Large segments have a 
higher probability of having one of their bits corrupted by the 
channel, so they are best suited for low BERs. However the 
efficiency,  and  in  consequence  the  throughput,  will  be 
decreased when the segments are small because of their fixed 
number of header bits. Thus, for every BER there is an optimal 
segment for throughput maximization, as proven in this work. 
Furthermore,  the  Cross-Layer  solution  proposed  proved  to 
achieve higher throughput than respecting the layered model 

and finding a frame size that maximizes the Data Link Layer 
efficiency or using a fixed TCP segment size.

Future works may consider GBN-ARQ in the link layer. 
The effect of the proposed Cross-Layer design in the packet 
delay and its variation may be studied as well.
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Abstract— Telecom Network Operators are in the process of 
migration to Next Generation Network (NGN) to provide 
multimedia and innovative value added service to their 
customers. The NGN is ultimately designed for new service 
provision, independent of access technology and to reduce  
Capital Expenditure (CAPEX) and Operational Expenditure 
(OPEX). Soft switches(SS) are the heart of today’s VoIP 
Networks and are considered the first cornerstone in the NGN  
migration process. In the same time, the IP Multimedia 
Subsystem (IMS) is emerging and  expected to be the ultimate 
target architecture to provide the basic framework for NGN and 
consolidate both circuit-switched and packet-switched networks 
into on single network for all services. With the commencement 
of IMS rollout, there are a lot of discussion regarding which 
migration path should be followed by Telecom operators. In this 
paper, a two phases solution for the migration to NGN IMS 
network is presented. 
 
Keywords: Next Generation Network (NGN), IP Multimedia 
Subsystem (IMS), Soft Switch (SS), migration, PSTN. 
 

I. INTRODUCTION 
 
Telecom operators are in the process of migration to  Next 
Generation Network (NGN) to provide multimedia and 
innovative added value service to their customers[13]. The 
International Telecommunication Union- Telecommunication 
Standardization Sector (ITU-T) defined the NGN in Y.2001 
Recommendation [9] as “a packet based network able to 
provide services including telecommunication services and 
able to make use of multiple broadband, QoS-enabled 
transport technologies and in which service related functions 
are independent from underlying transport-related 
technologies. It offers unrestricted access to users by different 
service providers. It supports generalized mobility which will 
allow consistent and ubiquitous provision of services to 
users”. For European Telecommunications Standards Institute 
(ETSI), the NGN is “a concept for defining and deploying 
networks, which due to their formal separation into different 
layers and planes and use of open interfaces, offers service 
providers and operators a platform which can evolve in a step-
by-step manner to create, deploy and manage innovative 
services”. 
From these definitions, NGN is a network architecture that is 
ultimately designed for Multi-service provision, independent 
of access technology. It has separate transport, control, and 
application layers that can enable  different operators to 
compete with each other in different layers.  As these layers 
are open, competition could be very aggressive, giving 

immense benefits to the consumers while providing new 
opportunities to innovative service providers. The  NGN 
functional architecture are grouped into four  separate layer 
(planes) : Access, Transport, Control, and Services. The 
access plane provides the infrastructure (e.g. access network 
between the end user and transport network. The transport 
plane provides the communication among the reference 
architecture entities, as well as communication between the 
neighboring layers of the functional NGN model. The control 
plane is responsible for the network elements and for services 
control. The service plane provides the features of the basic 
services that can be used for the development of the 
sophisticated services and applications[8]. The NGN 
architecture is intended to offer convergent multimedia 
services using a unique and shared core network for all types 
of access Networks. The NGN functional architecture is 
abstracted in Figure 1 
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Figure1:NGN  functional Architecture overview 
 
IMS enables a service-centric view of the network and allow 
Telcos to connect customers  to the service regardless of the 
customer’s access type (e.g. WiMax, DSL, UMTS, VSAT, 
FTTH, etc.). This is significantly more cost effective than 
deploying and operating a different infrastructure for each 
service or group of services. Each network operator will 
potentially choose a different migration path depending on 
their actual assets. This path will therefore involve different 
technologies either going to softswith then evolve to IMS or 
going direct to IMS, and will happen at different speeds. 
 

II. NGN   MIGRATION   DRIVERS 
 
Telcos have different drivers for migration to NGN Sofswitch 
or IMS architecture,  depending on  the type of the operators 
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(Fixed, mobile, incumbent, new entrant), the markets 
(developing country or developed economy, their Network 
access  infrastructure and broadband penetration, and the state 
of their existing switching infrastructure[12]. Based on the 
driver for each operator,  different technology migration paths 
emerge. However, the move from circuit switched networks 
towards IP based networks is related to convergence of 
network technologies, and there are several drivers for 
convergence. One driver is improving cost efficiency by 
eliminating some of the parallel networks having wide 
coverage and serving the same geographical area, e.g. the 
PSTN, PLMN and the Internet[15],[2]. Another common 
driver is the ability to create new applications by combining 
the various means of communication originally found in 
separate non-interworking networks into one application 
combining things like voice, video, instant messaging, email, 
into a seamless user experience.  In addition to that, the Telcos  
aim to reduce their network infrastructure and maintenance 
costs, deploy more  services to  their customers to create  
additional new sources of revenues. IMS offers a better value 
proposition for customer giving them the freedom to choose: 
“Access your Services  anywhere  using any device”. IMS is 
also a prime enabler for Fixed Mobile Convergence 
(FMC)[15]. Most of the Service Providers specially those have 
both fixed and mobile arms, are interested in FMC. It is seen a 
way to stop loss of revenue to mobile competitors by offering 
ubiquitous voice service between their fixed and mobile 
networks. Customers can benefit from lower tariffs by using 
VoIP over WLAN while in range to a fixed data network, and 
then seamlessly continue their conversation using the mobile 
network after they move out of range. Other IMS benefits 
include faster time to market for new services. This requires 
proper investment in IMS based Service Delivery Platforms 
(SDP). Services developed for IMS can be made available to 
both fixed and mobile subscribers. Ideally with IMS, 
consolidation of the core network will eventually lead to a 
consolidation of Network Management Systems which can 
give  OPEX savings and a greater ability to monitor the 
service from end-to-end[16].  
 

III. DEPLOYMENT STRATEGIES 
 
Most operators are investigating the IMS framework and are 
running pilots, conducting lab trials, and benchmark 
testing[18]. However operators have varying approaches to 
deploying IMS. The main approaches include: 
First to Market: These operators firmly believe in IMS and 
want to be first in the market to offer new services and benefit 
from the cost savings of IMS. These operators are mostly 
converged operators and Tier-1 mobile operators. O2, TIM 
(Telecom Italia Mobile), Telia Sonera, France Telecom, 
Telefonica,   Sprint, and others are examples of this category. 
Services being deployed first include fixed mobile 
convergence, video sharing and Push to talk over cellular 
(PoC). 
Gradual Starts: These operators realize that IMS is the way of 
the future, but they are waiting for interoperability testing and 
standards to become more mature before starting to deploy. 
Operators that fall in this category include Vodafone Japan. 
Smart Followers: These operators are investigating IMS 

networks, but have set no time frame for deployment. They 
will wait for solutions that address all their concerns, and for 
the maturity stage of IMS. Saudi Telecom belongs to this 
group.  
 

IV. IP MULTIMEDIA SUBSYSTEM (IMS) 
 
IP Multimedia Subsystem (IMS) is referred as the heart of 
NGN. IMS is the next generation IP based infrastructure 
enabling convergence of data, speech, video, and mobile 
network technology. IMS was initially created by a 
consortium of service providers, vendors, and standards bodies 
referred to as the 3rd Generation Partnership Project (3GPP). 
3GPP defined IMS as part of 3GPP Release 5 (R5) to enable 
IP multimedia services over mobile (3G) packet networks [1]. 
3GPP has gone ahead and defined 3GPP Release6 (R6), 
Release7 (R7), and is working on Release8. All these releases 
are based on IMS. Also, another standard body for North 
America called 3GPP2 has defined the Multi-Media Domain 
(MMD) which is based on 3GPP IMS. The ETSI is an  
important member of 3GPP, and  has defined the current NGN 
standard called ETSI TISPAN NGN Release1 (R1). This NGN 
standard is based on IMS from 3GPP R6. The IMS from 3GPP 
R6 has been extended in this NGN standard to support fixed 
networks. The ITU-T Global Standards Initiative is also 
defining NGN standards. These standards are also being based 
on IMS. In conclusion, IMS is not distinct from NGN, but a 
core part of standardized NGN[14]. IMS provides session 
control, connection control and an application services 
framework with both subscriber and services data, while 
allowing interoperability of these converged services between 
subscribers. IMS offers a wide selection of services including 
push-to-talk, VoIP, video conferencing, content sharing, 
messaging, presence, and other versatile third party 
applications, customized to meet the specific needs of the 
users. With SIP, users can integrate different services in their 
communications, and are allowed to add or drop services as 
and when they want. By deploying IMS architecture, 
applications can be created, controlled, changed and upgraded 
regardless of network access type. IMS has been adopted by 
telecom standardization bodies, major service providers,  and 
equipment manufactures. 
 

V. IMS ARCHITECTURE 
 
The IMS architecture  will be used by service providers in 
NGN networks to offer network controlled multimedia 
services. As illustrated in figure2, the IMS architecture is split 
into three main planes or layers, each of which is described by 
a number of equivalent names: Service or Application Plane, 
Control or Signaling Plane, and User or Transport Plane. 
 
The application plane provides an infrastructure for the 
provision and management of services, and defines standard 
interfaces to common functionality including: 
configuration storage, identity management, user status (such 
as presence and location), which is held by the Home 
Subscriber Server (HSS); 
billing services, provided by a Charging Gateway Function 
(CGF) (not shown); 
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control of voice and video calls and messaging, provided by 
the control plane 
The control plane is placed between the application and 
transport planes. It routes the call signaling, tells the transport 
plane what traffic to allow, and generates billing information 
for the use of the network, carries the gateway functions 
towards different networks, the admission control, network-
level user identification and authentication. 
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Figure 2: IMS Architecture 
 
At the core of this plane is the Call Session Control Function 
(CSCF), which comprises the following functions. 
The Proxy-CSCF (P-CSCF) is the first point of contact for 
users with the IMS. The PCSCF is responsible for security of 
the messages between the network and the user and allocating 
resources for the media flows. 
The Interrogating-CSCF (I-CSCF) is the first point of contact 
from peered networks. The I-CSCF is responsible for querying 
the HSS to determine the S-CSCF for a user and may also hide 
the operator's topology from peer networks. The Serving-
CSCF (S-CSCF) is the central brain. The S-CSCF is 
responsible for processing registrations to record the location 
of each user, user authentication, and call processing 
(including routing of calls to applications). The operation of 
the SCSCF is controlled by policy stored in the HSS. This 
infrastructure is designed to provide a wide range of IP 
multimedia server-based and P2P services. 
 

VI. TODAY’S NETWORK 
 
Telcos  worldwide are accelerating the migration of legacy 
systems to both NGN soft switch based and IMS 
infrastructure[5].  Most of them have  started  migrating their  
traditional Public Switch telephone Network (PSTN).  PSTN 
uses Class5 and Class4 circuit switches along with Time 
Division Multiplexing (TDM) technology to transport 
voice[4]. It uses also the SS7 signaling network to handle call 
setup and teardown, plus other control functions. A typical 
PSTN Network is depicted in figure 3. 
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Figure 3: Typical PSTN Network 
 
Eventually, Legacy networks (PSTN) lack the capability of 
providing multiservice, and getting costly operated, therefore,  it 
has to be  migrated to NGN.  For the evolution of the PSTN 
network, there are two alternatives being addressed within 
ETSI TISPAN recommendations: 
PSTN Emulation Subsystem (PES): near-perfect PSTN 
emulation, with a focus on supporting most if not all legacy 
PSTN services in a way that is transparent to the end user 
(same equipment, same look and feel);  
PSTN Simulation Subsystem (PSS): simulation of the most 
popular legacy services and support for the most commonly 
used set of PSTN services, with possibly different behaviors 
from some of the services. 
Carrier networks are undergoing radical changes as they move 
from TDM to NGN and then eventually to IMS. while soft 
switch technology is enjoying full maturity, IMS is emerging 
from the shadows and seems destined for center stage[3]. 
However, it’s  clear that these three domains will be part and 
parcel of network infrastructure for years to come.  
 

VII. MIGRATION PROPOSITION 
 

 Our proposed solution has two phases, and aims to migrate 
the legacy network (PSTN) to NGN Sofswitch (SS) in the first 
phase,  then to IMS in the second phase. 
Phase 1: the Proposed solution  consists of migrating the 
PSTN to NGN soft switching platform. The solution is derived 
from the ETSI TISPAN PES and consists of replacing Class4 
by Media Gateways (called here Trunking gateways) and 
Class5 by Access Gateways (AGW) or multiservice Access 
Node (MSANs).  The new NGN network will be divided in 
domains. As illustrated in figure4, a domain may be loosely 
defined as a collection of  Softswitch (SS), Trunking 
Gateways (TGW), Media Resource Server (MRS), and one   
signaling Gateway (SWG). Phase 1  is scoped in the following  
three (3) steps:   
Step1:The Softswitch (SS), Media gateway called here 
Trunking gateway (TGW), Signaling gateways (SGW), and 
the Media resource Servers (MRS) are deployed.  SS7 
signaling is interfaced with TDM networks via SGW, and IP 
signaling is interfaced with other VoIP incumbent and 
alternative operators. 
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Step2: Class4 (Transit/ Tandem) exchanges are replaced by 
Trunking Gateways and the transit traffic is carried over the 
IP/MPLS core Network. 
Step3: Access gateways (AGW) or The Multiservice Access 
Node (MSAN) are deployed for multi-service access node 
functionality and  for provisioning Class5 services to 
traditional  subscribers originally connected to TDM Local 
exchanges (LEs). Under this phase, AGW maintains 
traditional TDM connection with Remote Switching Units 
(RSU), where both ISDN and POTS subscribers are 
connected.  This phase completes the transformation to Next 
Generation  Network services. Operators could deploy new 
applications to enable new revenue-generating subscriber 
services (xDSL, FTTX, etc,). 
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Figure 4: Soft Switch (SS) Domains concept 
 

The solution assumes the existence of an aggregation, edge, 
and backbone IP/MPLS network capable of handling the 
traffic generated with the adequate Quality of Service, and the 
required interfaces which are mainly based on Ethernet. The 
aim  of Softswitch NGN based solution is  to support 
PSTN/ISDN replacement. The solution can be evolved in the 
future to a full IMS/TISPAN architecture. Figure5 outlines the 
Phase 1 solution architecture and its connectivity. 
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Figure5: Soft switch Based Solution Connectivity 

 

The Soft switch controls the functionality in TGW and AGW 
to provide the voice and narrowband data services support by 
emulating the PSTN/ISDN network over IP. Figure5 outlines 
the  solution architecture and the connectivity between the 
elements.  
Using softswitch as a stepping stone toward IMS is often the 
right strategy. Many vendors putting the IMS label on their 
softswitch technology and product solution roadmaps to 
justify the possibility to migrate to  IMS topology approach in 
the future. A phased approach using softswitch is a more 
prudent investment as the business models for new services 
become clearer.  
Phase 2: Evolution from Softswitch to IMS architecture. 
This Phase consists of the following steps: 
Step 1:  Softswitch is upgraded to act as the  Access gateway 
Control (AGCF) and Media Gateway Controller (MGCF) 
function as outlined in figure6. Then the Call session Control 
function (CSCF) and Border gateway Call function (BGCF) 
can be added.  
Step 2: the  SIP based Services are added 
Step 3: Expansion of the Subscribers base 
Step 4: Fix Mobile Convergence (FMC) can be launched. 
The IMS has the following advantages over softswitch 
platform: 
o Network efficiency increase.  
o Rapid service development.  
o Unified subscriber management.  
o Single service delivery platform for hybrid networks.  
o True fixed/mobile service convergence 
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Figure 6: Evolution of the Softswitch to IMS 
 
 However, IMS and Softswitching  are both core network 
technologies[3]. While Softswitch is considered as a mature 
solution providing integrated voice services[10], IMS is more 
applicable to providing multimedia services. IMS will be able 
to draw on the experiences of Softswitch in terms of IP, QoS, 
security, reliability, and large-scale networking. In the future, 
Softswitch will migrate into the IMS based network in order to 
protect investment and guarantee a seamless shift of users and 
services to IMS. The estimated large scale deployment of IMS 
will be between 2010 and 2012. The benefits from migrating 
to IMS may also be governed by the speed at which a service 
provider migrates its network. A long migration period is 
expected to reduce the benefits and revenue opportunity. This 
can be attributed to the additional cost of running both legacy 
PSTN and GSM networks concurrently with the IMS network 
for long periods of time. A swift migration, if possible, is 
expected to provide better return on invest (ROI). 
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VIII. Case Study : Saudi Telecom Company (STC) 
 
Saudi Telecom Company (STC) is an incumbent Telecom 
operator in the kingdom of Saudi Arabia, and one of the 
Service provider leaders in the Middle East. STC is considered 
as a technology smart follower company. It   has recognized  
the need for migrating its network infrastructure  to an NGN 
platform that can support the provision of more  advanced 
services efficiently and cost effectively to its customers. STC 
has decided first to start  migrating its PSTN network to NGN 
sofswitch, in order to construct a unified service platform to 
meet fixed and mobile customer’s requirement in the near 
future, and to increase revenue and customer’s loyalty. The 
same solution presented in this paper has been adopted and it’s 
in the rollout phase now in its phase1. Figure 7 illustrates the 
STC NGN architecture. The evolution to IMS is planned to be 
by 2010. 
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Figure 7: STC  NGN SoftSwitch  Network 

 
IX. CONCLUSION 

 
IMS has clearly captivated the telecom world as a result of its 
ability to facilitate powerful, ubiquitous, and cost-effective 
services. Users can benefit from a rich variety of boundary-
less services that can enrich their daily lives. Operators can 
benefit from fast and efficient service launches, increased 
revenues from services beyond communication, and increased 
loyalty among subscribers as they grow to depend on their 
provider of personalized right-sized services.  A cost effective, 
future proof  two Phases Migration  solution architecture that 
can be used for the rollout of the NGN IMS Network has been 
presented in this paper.  The solution  consists of migration  to 
NGN Soft Switch environment, then it evolves to IMS. The 
solution derives from a the gradual migration Strategy  that  
has been actually adopted by Saudi Telecom Company (Saudi 
Arabia),  and many other Operators in the Middle East. 
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Abstract—In this work some techniques from the Artificial
Neural Networks theory are used to improve the convergence
speed of a blind source separation (BSS) algorithm. The mo-
mentum term, bold driver and exponential decay techniques were
used, and experimental results show a convergence time reduction
by a factor of about 16.

Index Terms—Blind source separation, Neural Networks,
Natural Gradient, Multiple-Input-Multiple-Output (MIMO) Sys-
tems, Adaptive Filtering, convolutive mixtures, Second Order
Statistics, Dynamic learning rate, Momentum term.

I. INTRODUCTION

The problem of blind source separation is illustrated in

Figure 1:
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Fig. 1. Linear MIMO model for BSS.

In this work it is assumed a MIMO (Multiple Inputs

Multiple Outputs) model, in which the signals are convolu-

tively mixed. Also, the number of source signals (sq(n), q =
1, . . . , Q) is assumed to be equal to the number of sensor

signals (xp(n), p = 1, . . . , P ).

Each of the outputs of the mixing system H is described

by

xp(n) =
P

∑

q=1

M−1
∑

k=0

hqp(k)sq(n− k), (1)

where hqp(k), k = 0, . . . ,M −1 denote the coefficients of the

filter from the q-th source to the p-th sensor.

The problem of BSS consists in finding a corresponding

demixing system according to Figure 1, where the output

signals yq(n), q = 1, . . . , P (P = Q) are described by

yq(n) =
P

∑

p=1

L−1
∑

k=0

wpq(k)xp(n− k), (2)

where L is the length of the demixing system filters.

It can be shown (see, e.g., [1]) that the MIMO demixing

system coefficients can in fact reconstruct [10] the sources up

to an unknown permutation and an unknown filtering of the

individual signals, provided that L is chosen to be at least

equal to M .

To estimate the P 2L coefficients wqp(k) of the MIMO

demixing filter W , it is considered in this work an approach

using second-order statistics [6], which exploits the Non-

whitheness and Nonstationarity properties of the signals. The

Nonwhiteness property is exploited by simultaneous diago-

nalization of output correlation matrices over multiple time-

lags, e.g., [4], and the Nonstationarity property is exploited by

simultaneous diagonalization of short-time output correlation

matrices at different time intervals, e.g., [5],[7]-[8]. In the

sequence, an algorithm for convolutive mixtures by first intro-

ducing a general matrix formulation for convolutive mixtures

following [1] that includes all time lags, is presented.

II. TIME-DOMAIN ALGORITHM FOR BSS

In this section the matrix formulation that allows derivation

of a time-domain [9] algorithm from a cost function which

inherently takes into account the nonstationarity and nonwhite-

ness properties will be introduced.

A. Matrix notation for Convolutive Mixtures

From Fig. 1, it can be seen that the output signals yq(n), q =
1, . . . , P of the demixing system at time n are given by
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yq(n) =
P

∑

p=1

x
T
p (n)wpq, (3)

where

xp(n) = [xp(n), xp(n− 1), . . . , xp(n− L+ 1)]T (4)

is a vector containing the latest L samples of the sensor signal

xp(n) of the p-th channel and

wpq = [wpq,0, wpq,1, . . . , wpq,L−1]
T (5)

contains the current weights of the MIMO filter taps from the

p-th sensor channel to the q-th output channel.

An algorithm for BSS of convolutive signals which exploits

those two signal properties can be obtained from the definition

of the following matrix

Yq(m) =











yq(mL) · · · yq(mL− L+ 1)
yq(mL+ 1) · · · yq(mL− L+ 2)

...
. . .

...

yq(mL+N − 1) · · · yq(mL− L+N)











(6)

where m denotes the time index of the block being processed

and N is the length of the system output blocks taken into

account for the estimates of short-time correlations used below.

This matrix captures L subsequent output signal vectors

yq(m) = [yq(mL), . . . , yq(mL+N − 1)]
T

(7)

in order to incorporate L time-lags in the cost function and

thus the algorithm will be able to exploit the nonwhiteness

property.

With the definitions above, (2) can be rewritten as

Yq(m) =
P

∑

p=1

Xp(m)Wpq (8)

The approach followed here is carried out with overlapping

data blocks to increase the convergence rate and reduce signal

delay. Overlapping is introduced by simply replacing the time

index mL in the equations by m(L/a) with the overlap factor

1 ≤ a ≤ L. The matrices Xp(m), p = 1, . . . , P used in (8)

are defined as

Xp(m) =











xp(mL) · · · xp(mL− L+ 1)
xp(mL+ 1) · · · xp(mL− L+ 2)

...
. . .

...

xp(mL+N − 1) · · · xp(mL− L+N)











(9)

Those matrices are Toeplitz with dimension (N × 2L), so

the first row contains 2L input samples and each subsequent

row is shifted to the right by one sample and thus, contains

one new input sample. Wpq are 2L × L Sylvester matrices,

which are defined as

Wpq(m) =











































wpq,0 0 · · · 0
wpq,1 wpq,0 · · · 0
wpq,2 wpq,1 · · · 0

...
...

. . .
...

wpq,L−1 wpq,L−2 · · · wpq,0

0 wpq,L−1 · · · wpq,1

...
...

. . .
...

0 0 · · · wpq,L−1

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0











































(10)

Finally, to allow a convenient notation of the algorithm

combining all channels, (8) can be compactly rewritten as

Y (m) = X(m)W (11)

where:

Y (m) = [Y1(m), Y2(m), . . . , YP (m)] (12)

X(m) = [X1(m), X2(m), . . . , XP (m)] (13)

W =







W11 · · · W1P

...
. . .

...

WP1 · · · WPP






(14)

B. Cost Function and Algorithm Derivation

Having defined the compact matrix formulation (11) for the

block- MIMO filtering, a following cost function that explicitly

contains correlation matrices including several time-lags under

the assumption of short-time stationarity is defined. This cost

function is based on a generalization of Shannon’s mutual

information [11],[12] and simultaneously accounts for those

two properties of the signals used here:

J(m) =
1

M

M−1
∑

i=0

(

log |bdiag Y T (i)Y (i)| − log |Y T (i)Y (i)|
)

(15)

where the bdiag operation on a block matrix consisting of

several sub matrices sets all sub matrices on the off-diagonal to

zero. The cost function showed above was firstly introduced in

[13] as a generalization of [14]. Since the matrix formulation

(11) is used for calculating the short-time correlation matrices

Y T (m)Y (m), the cost function inherently includes all L time-

lags of all auto-correlations and cross-correlations of the BSS

output signals.

By Oppenheim’s inequality [15]
∑

q log |Y T
q (m)Yq(m)| ≥

log |Y T (m)Y (m)|, it is ensured that the first term in the braces

of (14) is always greater than or equal to the second term,

where the equality holds if all block-diagonal elements of
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Y T (m)Y (m), i.e., the output cross-correlation over all time-

lags, vanish.

The algorithm is based on the first-order gradient and in

order to express the update equations of the filter coefficients

exclusively by Sylvester matrices W , we take the gradient with

respect to W and ensure the Sylvester structure of the result

by selecting the non redundant values using a constraint.

∇WJ(m) =
∂J(m)

∂W
(16)

And as result,

∇WJ(m) =
2

M

M−1
∑

i=0

Rxy(i)R−1

yy (i)

(Ryy(i) − bdiagRyy(i)) bdiag−1
Ryy(i) (17)

With an iterative optimization procedure, the current demix-

ing matrix is obtained by the recursive update equation

W (m) = W (m− 1) − µ(m)∆W (m) (18)

The µ(m) parameter gives the length of the step in the

negative gradient direction and it is often called the step size

or learning rate, this parameter can be made either dynamic

or constant, depending on the technique adopted, as will

be shown in the next section. The choice of an appropriate

learning rate µ is essential for the convergence of the algo-

rithm: a very small value will lead to slow convergence, on

the other hand, very large values will lead to overshooting

and instability, which prevents convergence altogether. As is

known, non quadratic cost functions may have many local

maxima and minima and therefore, good choices for initial

values are important.

C. Natural Gradient

The gradient of a function J(m) points in the steepest direc-

tion in the Euclidean orthogonal coordinate system. However,

the parameter space is not always Euclidean; in fact it has a

Riemannian metric structure, as pointed out by Amari [17].

In such a case, the steepest direction is given by the so-

called natural gradient instead. Therefore, in order to use the

natural gradient as the update term ∆W (m) the following

modification should be applied to the descent gradient:

∇NG
W J(m) = WW

T∇WJ(m) = WW
T ∂J(m)

∂W
(19)

And then we have

∇NG
W J(m) =

2

M

M−1
∑

i=0

W (m) (Ryy(i) − bdiagRyy(i))

bdiag−1
Ryy(i) (20)

III. LEARNING RATE ADAPTATION

Artificial Neural Networks literature has produced a large

number of heuristic techniques for boosting gradient descent

based algorithms by using adjustable learning rate, adding

some kind of derivative term, clever choice of of the initial

value, etc. In this work, some such strategies are used for the

BSS algorithm, and the results are described.

A. Momentum term

The momentum term is a simple and effective technique

of increasing the learning rate yet avoiding the danger of

instability. It is represented by the following equation:

ψ(m) = β (W (m− 1) −W (m− 2)) (21)

where 0 < β < 1 is a new global parameter which must be

determined by trial and error. The use of the momentum term

produces the following update equation:

W (m) = W (m− 1) − µ(m)∆W (m) + ψ(m) (22)

Momentum simply adds a fraction of the previous weight

update to the current one. It is imoprtant to note that the

learning rate parameter µ is made constant. When the gradient

keeps pointing in the same direction, this will increase the

size of the steps taken towards the minimum and when the

gradient keeps changing direction, momentum will smooth out

the variations. This technique may also have the benefit of

preventing the algorithm from terminating in a shallow local

minimum on the error surface.

B. Bold Driver

A useful batch method for adapting the global learning rate

µ is the so called bold driver technique. Its operation is simple:

after each epoch, compare the value of the cost function with

its previous value. If the difference has decreased, increase µ

by a small proportion (typically 1%-10%). A value of 10%

was adopted as the value for that parameter. If the difference

has increased by more than a tiny proportion (say, 10−10),

however, undo the last weight change, and decrease µ sharply

- a value of 50% was used in this work. Thus bold driver

will keep growing µ slowly until it finds itself taking a step

that has clearly gone too far up onto the opposite slope of the

cost function. Since this means that the algorithm has reached

a tricky area of the cost function surface, it makes sense to

reduce the step size quite drastically at this point.

C. Exponential Decay

It is a simple non-adaptive technique, once it do not relay on

any values of the outputs of the algorithm. This is an effective

technique that can be used to accelerate the searching process

of the demixing filter coefficients. The following equation, that

was empirically derived, is adopted as the time-variant learning

factor:

µ(m) = µ0e
−

m
2

10M (23)
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where µ0 is the initial value of the function, M is the number

of epochs adopted and m is the value of the current epoch.

The function described above is time-variant: it starts with

the value µ0 and then, it decreases gradually at each epoch

of the algorithm. At the beginning of the learning process the

convergence rate is very fast, once the value of µ is high,

and as result, the algorithm can quickly find its way to the

minimum of the cost function; at the end of the process, the

small values of µ give a fine tuning for the parameters being

estimated.

IV. EXPERIMENTS AND RESULTS

In this section some results regarding the experiments

performed by using the above mentioned techniques are

presented. The experiments were conducted by using speech

signals convolved with synthetic impulse responses simulating

the acoustical behavior of real rooms [18]. For this purpose,

filters with 100 taps were used.

Two audio signals with 5 seconds of speech were passed

through the filter. These signals correspond to a male and

female speaker voices. The recordings were made in a low

noise environment, with 11025 Hz sampling frequency and

16 bits of resolution.

As mentioned before, the number of source signals is

supposed to be equal to the number of sensors (two).

The Signal-to-Interference Ratio (SIR), which is defined

as the ratio of the signal power of the target signal to the

signal power from the jammer signal, was used to evaluate

the performance of the algorithm. The SIR measured at the

input of the demixing system was of 5.1496 dB and the SIR

measured at the output of the system for each of the techniques

mentioned here are presented below.

To decrease the delay introduced to the output signal

and increasing the convergence rate as well, the overlapping

method [23] was adopted, with a overlapping factor equal to

2, that means 50% overlapping.

The SIR measured at the input of the demixing system was

of 5.1496 dB

The length L of the demixing filters was made equal to the

length M of the mixing filters. The demixing filters Wpp were

initialized with an unit impulse at the first tap and all the taps

of the filters Wpq, p 6= q were made equal to zero.

In the following sections, experimental tests results are

reported in order to compare the performance of the proposed

methods for learning rate parameter µ modification.

A. Initial test

In [1,9,13 and 16] the parameter µ is always constant. The

first test follows this strategy, in roder to establish a baseline

performance for the system. A value of µ = 0.002 was chosen,

and the final result can be viewed in Figure 2.

Convergency was achieved after 1300 training epochs, and

the final SIR was 36.7790 dB.
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Fig. 2. Initial test.

B. Momentum

The second test make use of the momentum term (Equation

(22)) to reestimate de demixing matrix. As in the previous

case, a learning rate µ = 0.002 was used. The value of β that

led to the best result was 0.8. The result of this experiment is

shown in Figure 3
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Fig. 3. Momentum.

For this test, convergency was achieved after 270 training

epochs, leading to a final SIR of 36.7556 dB.

C. Bold driver

An initial value µ0 = 0.002 was set for the learning rate.

The values used to increase and decrease de value of this

parameter were 10% and 50%, respectively. The result of

application of this technique is presented in Figure 4.

The convergence was reached after 130 training epochs, and

the final SIR was 35.8116 dB.

D. Exponential decay

For this case, the initial value of the learning rate was chosen

to be µ0 = 0.07. This higher value was chosen to accelerate

the convergence. The results are shown in Figure 5

This technique led to a SIR of 36.8 dB in 80 training epochs.

The oscilatory behaviour shown on the Exponential Decay

figure is due to changes in the sign, i.e. changes in the direction

of the gradient at each epoch of the algorithm. In some cases

the error surface has substantially different curvature along
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Fig. 4. Bold driver.
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Fig. 5. Exponential decay.

different directions, leading to the formation of long narrow

valleys. For most points on the surface, the gradient does not

point towards the minimum, and successive steps of gradient

descent can oscillate from one side to the other, progressing

only very slowly to the minimum.

E. Experiments with combined techniques

As additional tests, some of the techniques mentioned above

were joined together with the intention of verifying the results

presented by these combinations. For all the cases shown

below, the same set of parameters as those used when testing

the techniques alone were adopted.

Two of such combinations were tested:

• Bold Driver + Momentum

• Exponential Decay + Momentum

The results are shown in Figures 6 and 7.

Using bold driver combined with the momentum term, no

noticeable changes were noticed, either in the final SIR or in

the convergence speed.

Joining together the Momentum and the Exponential Decay

techniques led to a worst result than using them separately.

A possible reason for this behavior is that the latter gradually

decreases the learning rate µ at each training epoch; after some

epochs its values tends towards zero, resulting in a flat Signal-

to-Interference Ratio. Once the Momentum term is a kind of

derivative technique, it smooths out the learning rate of the

algorithm; consequently its effect on the current approach after
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Fig. 6. Bold driver + momentum.
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Fig. 7. Exponential decay + momentum.

it has reached a flat state is also useless as the values of the

Momentum term will also tend to zero. In order to avoid that

the flat state be reached before the algorithm can converge to

its optimal result, an apropriate (higher) value for µ0 should

be chosen.

F. Comparison among all techniques

The results presented above can be summarized in Table I.

In the first line, the results of the original approach, with a

fixed step size are shown. In the sequel, one have the results

for bold driver (BD), exponential decay (ED) and momen-

tum techniques. Finally, the combined techniques results are

described.

TABLE I

COMPARISON OF THE DIFFERENT METHODS.

Technique Convergence SIR Convergence time
epoch (dB) (m)

Fixed 1300 36.7790 317.42 (5.29 Hours)
BD 130 35.8116 32.39
ED 80 36.8 21.88

Momentum 270 36.7556 67.99
Momentum + ED 120 29.2217 29.36
Momentum + BD 135 36.2502 33.885

The analysis of these results show that all the proposed

techniques but the combination with the momentum term with

the exponential decay, lead to the same SIR than the fixed step
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size approach. However, the convergence time is much lower,

with the fastest time being around 16 times the convergence

time for the fixed step size.

V. CONCLUSIONS AND FUTURE WORK

In this work, some techniques derived from the Artificial

Neural Networks theory were used to improve the algorithm

proposed by H. Buchner and colleagues [1].

The main idea presented here is to dynamically modify

the learning rate µ. Three such techniques were proposed:

the use of momentum, bold driver and exponential decay,

and also, combinations of the momentum term with the bold

driver and exponential decay were implemented and tested.

All of them sped up the convergence and improved the final

SIR, when compared with the fixed step size, proposed in

[1]. The final SIR was similar for all the techniques, but

the convergence time was much lower for all the proposed

methods. The Exponential Decay technique achieved the best

results of them all, with a reduction of about 16 times in the

number of training epochs until convergence.

For the future, different strategies to choose the initial values

for the demixing filter are being considered.
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Abstract— The use of mobile TV requires the reduction of the
video size, to fit on the mobile device screen. The reduction uses
space transcoding, which can be done in several ways, and this
article uses down-sampling and filtering to accomplish this. Six
types of filter are presented to reduce the spatial video resolution
from the CIF to QCIF format for use in mobile TV. Each filter has
a different block size, including 2×2 , 3×3 and 4×4 dimensions.
The evaluation of the filters uses two objective measures, the
PSNR and SSIM, and the processing time for the transcoding is
evaluated.

Index Terms— Video transcoding, ISTVD, Video compression.

I. INTRODUCTION

The International System Digital Television (ISDTV) stan-
dard defines the reception of video signals in various formats
for fixed or mobile receivers, with simultaneous transmission
using the compression standards MPEG-2 and H.264 [1].
Therefore, in a digital television scenario the video signal
may have different bit rates, encoding formats, and resolutions
(spatial and temporal). The definition of the most appropriate
format for the video signal will depend on the type of trans-
mission (cable, broadcasting, among others), the application
and the receiver.

The ISDTV band is divided into 14 segments, with a
segment used as a guard interval. Thirteen segments are used
for TV transmission and the central segment for transmission
to mobile devices. The standard for mobile TV is called One-
Seg and has a bandwidth of 433 kHz [2].

The mobile reception service uses parameters of robust
modulation, and has limited bandwidth, compared with the
HDTV service. The total transmission rate varies, depending
on the parameters of transmission, and 320 kbit/s is considered
appropriate for mobile reception [3]. The ISDB-T service can
be seen in Figure 1.

Because of the limited band it is necessary to lower the
bit rate. This can be done by reducing the video size. It is
important that the transcoding of mobile TV generate videos
of good quality and with lower processing time, so that no
delay occurs in the video transmission. Figure 2 [4] presents
a block diagram of the transcoding scheme considered in this
work.

Fig. 1. ISDTV services.

In order for the video signals to be used appropriately,
the video transcoder converts a sequence of video to another
one. This includes coding with different temporal and spatial
resolutions and bit rates. The transcoding also saves space
and production time, because just the content with maximum
resolution is stored.

Fig. 2. The cascaded pixel domain transcoder architecture that reduces the
spacial resolution.

In this work the videos are processed in the pixel domain
by a down-sampling filter block. The transcoder converts the
video resolution from CIF (352 × 288) to QCIF (176 × 144)
format.

The paper presents a comparison among different types
of spatial transcoding method, which is intended for mobile
receivers. A quantitative performance analysis is reduced,
using three different video quality metrics: mean squared
error (MSE), peak signal-to-noise ratio (PSNR), and structural
similarity metric (SSIM).
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II. THE TRANSCODER

The transcoding process can be homogeneous, heteroge-
neous or use some additional functions. The homogeneous
transcoding converts the bit rate, and changes the spatial
resolution, temporal resolution. It can also change the coding
Variable Bit-Rate (VBR) to a Constant Bit-Rate (CBR).

The heterogeneous transcoding performs the conversion of
standards, but also converts between the interlaced and pro-
gressive formats. The additional functions provide resistance
against errors in the encoded video sequence and add invisible
or watermarks logos [5], [6]. Figure 3 represents a diagram
with various types of transcoding.

Fig. 3. Transcoding functions.

The are two major transcoder architectures: the cascaded
pixel domain transcoder (CPDT) and the DCT domain
transcoder (DDT) [4]. The first one is adopted in this paper as
the transcoder architecture for the CIF-to-QCIF transcoding,
as shown in Figure 2. The simplified encoder is different from
a stand-alone video encoder in that the motion estimation,
macroblock mode decision, and some other coding processes
may reuse the decoded information from the incoming video
stream.

To reduce the spatial resolution the down-sampling filter is
used. It changes the picture resolution from the CIF resolution
to the QCIF resolution. Using the conversion from 352× 288
pixels to 176 × 144 pixels, the down-sampling factor is
352 : 176 = 2 : 1. Same down-sampling ratios are applied to
both the horizontal and vertical directions in order to preserve
the aspect ratio of the input video. The 2 : 1 down-sampling
factor can be achieved by up-sampling by 1 and then down-
sampling by 2, as shown in Figure 4 ( S = 1, N = 2 ), in
which h(v) is a low-pass filter [4].

Fig. 4. The Interpolation-decimation routine for a rate change of M/L.

The filters used in this article are: the moving average, the
median and the mode filter.

• Moving Average: this technique replaces values of an
M × M video block a single pixel, which assumes the

arithmetic mean of the pixels within the M ×M block.
Averaging pixels is one of the simplest methods, however
this technique can add a high level of smudgy to the
frame.

• Weighted Average: this technique is the average of all
entries data which have varying weights, weight depends
of the neighborhood pixels to be seen in relation to
the central pixel, as seen in Figure 5. In this case, the
smoothing is less intense because there is more influence
of the central pixel [7].

Fig. 5. Representing the neighborhood of the central pixel with value ps.

• Median: the technique relies on replacing a set of pixels
by the median of an M×M block. For the calculation of
the median, a reorganization of the values of the pixels
of an M×M block is provided in an increasing way and
chosen the central value [8], [9].

• Mode: the technique of the mode involves the replace-
ment of a set of pixels by the mode of an M ×M block.
For the calculation of the mode, the comparison is made
with the value that is more frequently repeated in the
M ×M block.

• Sigma: this technique selects the pixels of the block that
has values between the region, the average least twice
the standard deviation and mean more double standard
deviation, thus excluding pixels that have no relation
with the central pixel of the window. After it is done
calculating the average of these values [10], [11].

The transcoder presents in this article includes the moving
average, median, mode and sigma filters, for 2× 2, 3× 3 and
4× 4 blocks. The moving average filter used the 1× 1 block,
which was given the name of single elimination.

This article presents three weighted averages, given by
Equations 1, 2 and 3

g(x, y) =
1
2
(ps +

1
4
(pt′ + pt + pu′ + pu)), (1)

g(x, y) =
1
2
{ps+

1
5
[pt′ +pt+pu′ +pu+

1
4
(pv′ +pv+pz′ +pz)]},

(2)
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g(x, y) =
1
16
{4ps+2(pt′ +pt+pu′ +pu)+(pv′ +pv+pz′ +pz)},

(3)
in which the parameters are defined in Figure 5.

For all blocks the videos were generated taking the pixels
around the reference pixels. The filters have been chosen for
their simplicity.

III. EVALUATION OF THE VIDEO TRANSCODER

For the evaluation of a video transcoder two methods to
assess the video quality are used: objective and subjective.
The objective measurement is fast and simple, but there is
low correlation with the human perception measurement of
quality.

For the objective evaluation there are several techniques,
among them the most used is the PSNR, which is not a
measure that takes into account the human perception. So there
were new techniques in accordance with human perception and
in that article is used the SSIM method.

A. PSNR

Currently, the most commonly used full-reference (FR)
objective image and video distortion/quality metrics are the
mean squared error (MSE) and the peak signal-to-noise ratio
(PSNR). MSE and PSNR are widely used because they
are simple to calculate, have clear physical meanings, and
are mathematically easy to deal with for optimization pur-
poses [12].

The MSE is given by the average value of squared errors
between the pixels of the original frame and in the transcoded
frame. The MSE is given by Formula 4

MSE =
1
P

∑
k

∑
x,y

(f(x, y, k)− g(x, y, k))2, (4)

in which P is the total number of pixels, x and y are the
index of rows and columns, respectively, k is the total number
of frames, and f and g represent the original and transcoded
frames, respectively.

The PSNR is defined by the Formula 5, for a video encoded
with 8 bits.

PSNR = 10 log10

[
2552

MSE

]
. (5)

The obtained values are very close, and do not perfectly
assess the human perception. In the last three decades, a great
deal of effort put into developing assessment objective meth-
ods of image and video quality, which incorporate perceptual
quality measures by considering the human visual system
(HVS) characteristics. Among the methods that incorporate
perceptual quality measure the SSIM is used in the following.

B. SSIM

The structural similarity metric is considered a metric of low
computational complexity, despite belonging to the class of
perceptual metric. The SSIM measures how the video structure

differs from the structure of the reference video, involving
the evaluation of structural similarity of the video. The metric
in question is calling the attention of the community of re-
searchers because of the good results obtained in the perceived
quality of representation [13].

The SSIM indexing algorithm is used for quality assessment
of still images, with a sliding window approach. The window
size 8 × 8 is used in this paper. The SSIM metrics define
the luminance, contrast and structure comparison measures,
as defined in Equation 6 and 7 [14], [15].

l(x, y) =
2µxµy

µ2
x + µ2

y

, c(x, y) =
2σxσy

σ2
x + σ2

y

, (6)

s(x, y) =
σxy

σxσy
, (7)

and SSIM metrics are given in Equation 8

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
. (8)

The constants, C1 and C2, are defined as

C1 = (K1L)2 and C2 = (K2L)2, (9)

in which L is the dynamic range of the pixel values (for 8
bits/pixel gray scale images, L = 255), and K1 and K2 are
two constants whose values must be small, such that C1 or
C2 will cause effect only when (µ2

x + µ2
y) or (σ2

x + σ2
y) is

small. For all experiments in this paper, one sets K1 = 0.01
and K2 = 0.03, respectively. The quality measure of a video
is between 0 and 1, with 1 as the best value.

The SSIM has the following properties:
1) SSIM (f, g) = SSIM (g, f);
2) SSIM (f, g) ≤ 1;
3) SSIM (f, g) = 1, if and only if f = g.

IV. RESULTS

For analysis of the video transcoder one used the Mobile,
Akiyo and Walk videos [16], with 10 s for each one. These
videos were chosen for displaying the following characteris-
tics:

• Mobile: high texture and slow movement;
• Akiyo: little texture and slow movement;
• Walk: reasonable texture and rapid movement.

A. MSE and PSNR

The efficiency of a transcoder can be analyzed and evaluated
by the MSE and PSNR of the obtained videos. Table I shows
the result of the MSE and the Table II shows the PSNR result.

The PSNR results are shown in Figure 6. This figure shows
that the slow movement video gives the best results, and the
transcoded videos using 4 × 4 blocks presented poorer results
than the other, and the best results for transcoded videos were
obtained with the filters: weighted average 3, moving average
3 × 3 and 3 × 3 Sigma for the Walk and Akiyo videos. For
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TABLE I
MSE RESULTS

Number Filter Mobile Akiyo Walk
1 Simple Elimination 10,47 0,89 0,8
2 2 × 2 Moving Average 7,83 1,89 5,45
3 3 × 3 Moving Average 4,77 0,20 0,36
4 4 × 4 Moving Average 5,53 1,05 2,59
5 2 × 2 Median 3,61 0,33 1,23
6 3 × 3 Median 6,18 0,28 0,5
7 4 × 4 Median 3,52 0,28 1,13
8 2 × 2 Mode 7,09 1,21 3,73
9 3 × 3 Mode 13,68 1,65 2,98
10 4 × 4 Mode 20,28 1,52 2,67
11 Weighted Average 1 6,87 0,26 0,4
12 Weighted Average 2 6,56 0,24 0,37
13 Weighted Average 3 5,28 0,19 0,3
14 2 × 2 Sigma 3,18 0,28 1,12
15 3 × 3 Sigma 5,02 0,22 0,35
16 4 × 4 Sigma 3,17 0,3 1,04

TABLE II
PSNR RESULTS

Number Filter Mobile Akiyo Walk
1 Simple Elimination 37,93 48,62 49,12
2 2 × 2 Moving Average 39,19 45,37 40,77
3 3 × 3 Moving Average 41,35 55,06 52,60
4 4 × 4 Moving Average 40,71 47,93 43,99
5 2 × 2 Median 42,55 52,92 47,24
6 3 × 3 Median 40,22 53,62 51,12
7 4 × 4 Median 42,67 53,62 47,60
8 2 × 2 Mode 39,62 47,31 42,42
9 3 × 3 Mode 36,77 45,96 43,38
10 4 × 4 Mode 35,06 46,32 43,87
11 Weighted Average 1 38,78 53,03 52,1
12 Weighted Average 2 38,97 53,32 52,39
13 Weighted Average 3 39,9 54,28 52,4
14 2 × 2 Sigma 43,10 53,58 47,64
15 3 × 3 Sigma 41,12 54,75 52,73
16 4 × 4 Sigma 43,12 53,36 47,96

Fig. 6. Graphics of PSNR for the transcoded videos.

the Mobile video the best transcoded videos were those which
used the filters 4 × 4 sigma, 2 × 2 sigma and 4 × 4 median.

The videos that presented the worst results were those of 2
× 2 moving average and the 2 × 2, 3 × 3 and 4 × 4 mode.

B. SSIM

For the evaluation of a transcoder with the SSIM method,
the videos Mobile, Akiyo and Walk were used, and the results
are in Table III.

TABLE III
SSIM RESULTS

Number Filter Mobile Akiyo Walk
1 Simple Elimination 0,9712 0,9732 0,9906
2 2 × 2 Moving Average 0,9842 0,9542 0,9687
3 3 × 3 Moving Average 0,9785 0,9811 0,9824
4 4 × 4 Moving Average 0,9511 0,9522 0,962
5 2 × 2 Median 0,9910 0,9855 0,9907
6 3 × 3 Median 0,9828 0,9836 0,9921
7 4 × 4 Median 0,9578 0,9771 0,9824
8 2 × 2 Mode 0,9765 0,9636 0,9787
9 3 × 3 Mode 0,9709 0,9622 0,9768
10 4 × 4 Mode 0,9647 0,9720 0,977
11 Weighted Average 1 0,9871 0,9829 0,9904
12 Weighted Average 2 0,9877 0,9835 0,9896
13 Weighted Average 3 0,9859 0,9832 0,9865
14 2 × 2 Sigma 0,9918 0,9846 0,9913
15 3 × 3 Sigma 0,9813 0,9814 0,9855
16 4 × 4 Sigma 0,9593 0,9684 0,975

The SSIM results are shown in Figure 7. This figure shows
that the transcoded videos using 4 × 4 blocks presents poorer
results than the other and the best results for transcoded videos
were obtained with the filters 2 × 2 sigma, 2× 2 and 3 × 3
median, for all videos.

Fig. 7. Graphics of SSIM for the transcoded videos.

The videos that had the worst results were those of 4 × 4
moving average, 4 × 4 sigma and the 2 × 2, 3 × 3 and 4 ×
4 mode.

C. Processing Time

Regarding the processing time, it is possible to analyze
the increase in time as the filter window increases, as shown
in Table IV. This table shows that the sigma and mode
filters demand longer processing periods as compared with
the moving average and the weighted average filters, and the
median processing time is slightly higher than the average.
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The best results considering the processing time was the
simple elimination, weighted average, 2 × 2 and 3 × 3 moving
average and the 2 × 2 median.

The results for the sigma filter shown in the Table IV are
given as the average of the obtained values, because each
window is related to the pixel number.

TABLE IV
PROCESSING TIME FOR A VIDEO

Transcoding Method Time(seconds)
Simple Elimination 1,00

2 × 2 Moving Average 2,00
3 × 3 Moving Average 2,00
4 × 4 Moving Average 5,00

2 × 2 Median 2,00
3 × 3 Median 7,00
4 × 4 Median 18,00
2 × 2 Mode 12,00
3 × 3 Mode 33,00
4 × 4 Mode 82,00

Weighted Average 1 2,00
Weighted Average 2 2,00
Weighted Average 3 2,00

2 × 2 Sigma 9,00
3 × 3 Sigma 18,00
4 × 4 Sigma 31,00

V. CONCLUSION

This article showed that the spatially transcoded videos pre-
sented satisfactory results, since all results had an acceptable
mean square error. For the evaluation with the MSE, PSNR the
median and weighted average filters produced the best results
and also a significant difference to the Mobile video (high
texture), regarding the other two.

Using SSIM, the best results were found with the median
and the weighted average filters. Regarding the three videos,
a significant difference between them could not be found, on
account of human perception.

Regarding the processing time, the weighted average pre-
sented the best results, and the median filter presented the
longest periods.

Those results demonstrate the feasibility of such filters for
use in spatial resolution transcoding, as the MSE has low error
values regarding the reference video.
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Abstract—The arise of a new reality where information is
accessed ubiquitously from a variety of different devices creates
new application opportunities and the need of development of
more efficient and intuitive interfaces. This can be specially shown
through the seamlessly growth of wireless communications and
the use of small and portable devices to communicate and access
multimedia content. This paper describes a speech synchronized
2D facial animation system that explores the computer facial
animation as an enabling technology for the development of more
natural and efficient human-machine interfaces and applications.
The photorealistic results provided by the system makes it
suitable for very low bit rate video telephony applications through
the implementation of a model based facial video coding. The
designed system is a cross-platform solution capable of delivering
videorealistic animations on both limited capacity devices (such
as mobile phones and personal digital assistants) and high
performance desktop computers with full processing power and
memory capacity. The key concepts behind the solution are
an image database that can be continuously scaled and an
image-based animation synthesis strategy that can be adapted
according to the characteristics of the executing platform and/or
applications.
Index Terms—facial animation, model-based video coding,

image-based facial animation, text to audiovisual speech.

I. INTRODUCTION

The recent advances and worldwide spreading of mobile

communications, followed by the increased availability of data

networks, made possible the ubiquitous access to informa-

tion. Moreover, thanks to the evolution of microprocessors,

microcontrollers and memory devices, we presence today a

large number of portable devices that, among a variety of

other functionalities, provide access to data networks and have

good performance to handle multimedia content. This results

in an increased number of users having completely different

ways to access the information media without necessarily

being familiarized with traditional WIMP (Windows, Icons

and Pointing Devices) personal computer interfaces.

On the other hand, although broadband access is being

popularized, a large amount of Internet users and mobile

subscribers still have low bandwidth data access, resulting in

low QoS (Quality of Service) for video streaming applications.

In this context, this work explores the computer facial

animation technology combined with a text-to-speech synthe-

sizer (TTS) as an enabling technology to the development

of more intuitive and efficient interfaces, taking advantage of

face-to-face communication mechanisms we are well trained

and aware of. This approach makes possible the development

of virtual talking heads that find applications in areas such

as: entertainment, personal communications, navigation aid,

newscast, electronic commerce and education [1], [2].

Additionally, computer facial animation is a model based

video-coding approach that is appropriate for applications that

require visual interaction capacity over a very low bit rate

channel and advantageous to the user in situations where he

pays for the volume of transmitted data [3].

Reliable and convincing synthetic talking-heads have to

deliver satisfactory levels of photorealism and videorealism.

In this context, photorealism can be understood as a measure

of how close the images generated/displayed by the system

can be mistaken by photographs. The photographic quality

includes the reproduction of fine details like skin texture,

facial wrinkles and hair. A videorealistic animation, besides

photorealism, presents accurate lip synchronization, carefully

reproducing the speech articulatory movements, and is also

able to reproduce nonverbal communication gestures (like

head nodding) and movements not directly related to com-

munication (such as eyes blinking and eyebrows movements).

The reproduction of speech articulatory movements involves

the modeling of the visible movements of vocal tract displayed

on the speaker’s face during speech production, specially in

the region around the mouth. To determine such a model it

is necessary to consider the characteristic configurations of

vocal tract associated to the various speech segments of the

language and the related coarticulation effects that arise when

the typical articulation pattern of a segment is modified by the

interaction with nearby speech segments. In this work, each

visually contrastive configuration of vocal tract is associated

to a viseme, a shorthand for visual phoneme, that corresponds

to a static characteristic mouth shape associated to the acoustic

realization of a speech segment.

Another key factor to determine the level of videorealism of

facial animation is the strategy adopted to model the human

face: the use of 3D geometric models or an image-based
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approach.

Advanced and modern 3D face modeling techniques are

successful in synthesizing natural looking faces and high

quality images of rigid movements of the head. However,

the use of polygonal meshes or other geometric models

to reproduce plastic deformations, like the mouth dynamics

during speech or the details of human face visual appearance,

requires sophisticated models and animation control strategies,

implemented at high computational costs [4].

On the other hand, image-based, or 2D, facial animation

manipulates photographic pictures from an image database

that are captured from a real face, synthesizing the final

animation through their appropriate processing, sequencing,

concatenation and presentation. This approach inherently gen-

erates photorealistic animations due to photographic nature of

manipulated images. Most development efforts of this type

of system are then concentrated in obtaining videorealism

through the correct reproduction of visual dynamics of face

during speech.

This paper describes the implementation of a 2D facial

animation system integrated to a text-to-speech synthesizer for

Brazilian Portuguese, that generates the speech audio from a

textual input and provides the corresponding timed phonetic

transcription that drives the facial animation system.

The designed system encapsulates two synthesis approaches

under two operation modes, making it scalable and flexible,

and turning possible its deployment on a wide range of device

profiles.

In a reduced mode, the system is coupled to a small

image database and animation synthesis applies a key framing

approach based on morphing between visemes. The reduced

image database and the low complexity of image morphing

algorithm allow the generation of videorealistic facial anima-

tion by small devices such as smartphones, digital TV set-top

boxes and PDAs (personal digital assistants).

In an extended mode, the morphing between visemes ap-

proach is combined with the concatenation of small video

fragments characterized by sequences of frames stored in

the image database. This combination aims to deliver higher

levels of videorealism through an image database that can be

continuously scaled. Starting from a minimum image database

size that characterizes the reduced mode, the image database

can grow continuously resulting in greater videorealism. The

additional necessary memory and processing capacities make

the extended mode well suited to desktop platforms.

This paper focus on the implementation aspects of the

reduced mode. Typically, 2D facial animation systems based

on morphing between visemes are characterized by a small

image database and a low level of videorealism since the

coarticulation effects are not properly modeled [5], [6], [7],

[8]. Our approach, however, offers a better solution as it copes

with coarticulation effects, improving animation videorealism,

yet keeping the image database small. In order to model

the coarticulation effects, our system applies an efficient and

straightforward approach through the utilization of context-

dependent visemes identified for Brazilian Portuguese [9].

Fig. 1

SPEECH SYNCHRONIZED FACIAL ANIMATION SYNTHESIS PROCESS

Such modeling characterizes a completely new approach to

the morphing between visemes synthesis strategy.

The main contributions of this work are: the implementation

of a videorealistic 2D speech synchronized facial animation

system for Brazilian Portuguese, the design of a cross-platform

solution that can be adapted to characteristics of the executing

platform and the use of context-dependent visemes to model

coarticulation effects on a 2D facial animation system.

Despite the fact that this system was developed for Brazilian

Portuguese, its underlying principles and the whole system

implementation can also be applied to other languages.

II. RELATED WORK

Figure 1 shows the typical approach to the speech synchro-

nized facial animation synthesis process. It begins with the

definition of a new content to be uttered by the talking-head.

The corresponding audio is generated by a TTS. The phonetic

transcription of the audio, containing timing information of

the occurrence of each phonetic unit, is the key input to the

system. Based on the timed phonetic transcription, the sys-

tem generates the corresponding animation frames sequence,

selecting and retrieving key pose images from an image

database. The image database is a set of processed images

extracted from an audiovisual corpus. The synchronization

between audio and facial animation is guaranteed by the

generation of a sequence of frames in accordance with the

phonetic and timing information previously obtained from

synthesized audio.

Different implementations of 2D facial animation systems

may differ on the nature of captured corpus, the coarticulation

modeling approach and the synthesis strategy to obtain a

videorealistic animation.

In [10], for example, the audiovisual corpus is character-

ized by an existing video excerpt of a subject without any

restrictions concerning the content of the uttered sentences or

the background scenario. To handle coarticulation, small video

fragments corresponding to three sequential speech segments,

or triphones, are extracted from the corpus, labeled and stored

in a database of video fragments. The synthesis of a new

video is accomplished by concatenating and stitching the

appropriate triphone sequences from the database together.

Videorealism is achieved by using triphone contexts to handle
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coarticulation effects but the quality of final generated video

can be limited by the number of triphones contexts existing

in the original corpus. The storage of video fragments for a

significant number of triphones contexts is memory expensive

and contains redundant information due to the storage of

fragments in similar contexts.

Another approach is the morphing between visemes syn-

thesis strategy implemented by [5]. In this system, images

are extracted from a recorded corpus of a subject uttering

predefined words in a controlled environment. The image

database is made of 16 viseme images that are associated

to groups of phonemes that are visually indistinguishable, or

homophene groups. In order to generate a new visual speech

stream, visemes from image database are selected according

to the information provided by a timed phonetic transcrip-

tion. The visemes characterizes the key poses of animation.

Transitioning between two subsequent visemes is made by

image morphing. The main aspects of this implementation

are: the image database has a reduced size; no coarticulation

modeling is applied; and the transition function that controls

the morphing process is linear (far from the reality of speech

dynamics, where transition between two articulatory targets

follows complex and non-linear behavior).

Systems based on morphing between visemes are successful

in animating speech using a small image database but the final

animation typically lacks videorealism due to the simplifica-

tion of modeling of visible articulatory movements reproduced

by the synthetic transition between visemes.

A different synthesis technique is applied in [11]. In

this work, the image database contains a large number of

images corresponding to visemes produced under a variety

of different phonetic contexts. The images are extracted from

an audiovisual corpus recorded in controlled conditions and

with predefined sentences. Following this, the images are

analyzed and organized according to their visual features

and the phonetic context they are captured. At synthesis

time, the system seeks to identify similar phonetic context

and duration between the new target speech content and the

samples stored in database. The system seeks to use in the

final animation the maximum number of frames captured in

sequence during corpus recording. Otherwise, the system uses

the information about visual aspects of each image that makes

possible to choose the best candidate transition frames to

produce videorealistic results. The approach described in [11]

is capable of delivering high levels of videorealism thanks to

a large amount of pre-processed images stored in a database

and a resourceful algorithm to search and select frames for the

final animation.

The reduced mode described in this paper represents a trade-

off solution between 2D facial animation systems based on

a small image database that delivers robotic facial anima-

tions and sophisticated systems that implements elaborated

and complex synthesis processes based on extensive image

databases. The implemented solution applies morphing be-

tween visemes synthesis approach, capable of delivering vide-

orealistic animations, based on an image database of only 34

TABLE I

CONSONANTAL CONTEXT-DEPENDENT VISEMES (ADAPTED FROM [9]).

Homophene Group Visemes Phonetic Contexts

[p,b,m] < p1 > [pi] [pa] [ipI] [ip5] [ipU]
[apI] [ap5] [apU] [up5]

< p2 > [pu] [upI] [upU]

[f,v] < f1 > [fi] [fa] [ifI] [if5]
[ifU] [afI] [af5]

< f2 > [fu] [afU] [ufI] [uf5] [ufU]

[t,d,n] < t1 > [ti] [tu] [itI] [it5] [itU]
[atI] [atU] [utI] [ut5] [utU]

< t2 > [ta] [at5]

[s,z] < s1 > [si] [sa] [isI] [is5] [asI] [as5]

< s2 > [su] [isU] [asU]
[usI] [us5] [usU]

[l] < l1 > [li] [ilI] [alU] [ulI] [ul5]

< l2 > [la] [il5] [alI] [al5]

< l3 > [lu]

< l4 > [ilU] [ulU]

[S, Z] < S1 > [Si] [Sa] [iSI] [iS5]
[iSU] [aSI] [aS5] [aSU]
[uSI] [uS5]

< S2 > [Su] [uSU]

[L, ñ] < L1 > [Li] [La] [iLI] [iL5] [aLI] [aL5]

< L2 > [Lu] [uLI] [uL5]

< L3 > [iLU] [aLU] [uLU]

[k,g] < k1 > [ki] [ikI] [ik5] [akI] [ukI] [uk5]

< k2 > [ka] [ak5]

< k3 > [ku] [ikU] [akU] [ukU]

[R],[G] < R1 > [Gi] [Ga] [iRI]
[iR5] [aRI] [aR5] [uR5]

< R2 > [GU] [iRU] [aRU] [uRI] [uRU]

visemes. The key aspect of this solution is the use of context-

dependent visemes, which definition comprises coarticulation

effects.

III. OUR APPROACH

A. Audiovisual Corpus

In order to build a viseme image database, an audiovisual

corpus was built by recording the face of a female subject

uttering predefined sentences in a well defined and controlled

environment.

The uttered sentences were divided in a set of non-sense

words and a set of phrases that contains occurrences of all

phonemes of Brazilian Portuguese. The set of non-sense words

were defined based on context-dependent visemes for Brazilian

Portuguese identified in [9]. This study identified groups of

homophenes in different contexts that can be visually repre-

sented by a unique viseme. Tables I and II show consonantal

and vocalic context-dependent visemes used as reference in

this work, where phonemes are expressed with the symbols of

the International Phonetic Alphabet [13].

The groups of phrases uttered by the subject were used to

enrich the database with sequences of frames that captures the
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TABLE II

VOCALIC CONTEXT-DEPENDENT VISEMES (ADAPTED FROM [9]).

Homophene Group Visemes Phonetic Contexts

[i,Żi] < i1 > All contexts
except [tit] and [SiS].

< i2 > [tit] e [SiS].

[e,Że] < e > All contexts.

[E] < E > All contexts.

[a,Ż5] <a> All contexts.

[O] < O > All contexts.

[o,Żo] < o > All contexts.

[u,Żu] < u > All contexts.

[I] < I > All contexts.

[5] < 5 > All contexts.

[U] < U > All contexts.

speech dynamics on more natural contexts and also to provide

redundant samples of visemes. ¿From the digitized content of

recorded corpus it was possible to extract audio and video

tracks for each uttered element by the subject. From the video

track, a set of images were extracted. The corpus was recorded

under NTSC video standard which generates video at 29.97

frames per second and resolution 720x486 pixels. Images

were saved in Microsoft Windows BMP file format, without

compression. The audio tracks were digitized as PCM (Pulse-

Code Modulation) audio files, sampled at 48 kHz and using

16 bits/sample. Each audio track was manually analyzed in

order to get its phonetic transcription, determining in timescale

the frontier of each uttered speech segment. The information

provided by the timed phonetic transcription makes possible

the association of phonemes and their corresponding visual

realization from the extracted frames of the video.

B. Image Database Building

Figure 2 shows the process by which the extracted images

from the raw corpus are pre-processed to constitute the image

database.

In order to implement the reduced mode, 34 images were

extracted from the audiovisual corpus, corresponding to: 22

visemes representing the consonantal visemes of Table I, 11

visemes representing vocalic visemes of Table II and one

viseme corresponding to the silence posture. The images were

selected through the visual inspection of audiovisual corpus

and considering the extreme articulation point for an analyzed

speech segment.

The following sections describe the steps of image database

building.

C. Image Registration

The images extracted from corpus need to be aligned in

order to make the face position and size uniform along the

image database. This operation is necessary to correct natural

movements made by the subject during the recording process.

Fig. 2

IMAGE DATABASE BUILDING

Fig. 3

REFERENCE POINTS FOR REGISTRATION

A reference image is selected from the universe of available

samples based on desirable characteristics such as a centralized

position of the face in the frame, visual quality and absence

of distortions due to fast movements.

In the next step, each image extracted from corpus and

the reference image were manually processed in order to

get coordinates information of the reference points shown in

Figure 3: internal corners of eyes, nostrils and junctions of

the ears with the head. These points are chosen because they

suffer small influence from mouth and jaw movements during

speech production.

The reference points are used to establish the correspon-

dence mapping between images extracted from corpus and

the reference image. The alignment is performed through a

registration process where geometrical transformations (trans-

lation, scale and rotation) are applied to the images of database

in order to align them with the reference image.

D. Extracting Region of Interest

After the alignment of the images, the system extracts from

the images the region of interest, which is visually affected by

the speech production and involves lips, jaw and the region

around them. This operation reduces the size of images to be

stored in the image database and is based on the proposed

synthesis approach, where visemes are stitched to a base-face.

This process is done through the creation of a transparency

mask that helps the extraction of the region around lips and

jaw, allowing the later superposition and fusion of the detached

region into the base-face (Figure 4).

The base-face is a reference image from which the mouth

and lips regions are discarded. In its place the synthesized
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images of final animation are stitched.

The mask has the two contours shown in Figure 4.(a).

Pixels inside the inner contour assume value one (full opacity),

pixels that are outside the outer contour have value zero (full

transparency), and the region between two contours have a

gradient of pixel values ranging from zero to one (Figure

4.(b)). This strategy is used to smooth the edges of the

extracted region, improving the result of viseme and base-face

combination. Figures 4 (c) and (d) shows a sample image and

the obtained result of mask application respectively.

Fig. 4

(A) MASK ALIGNED WITH THE BASE-FACE; (B) MASK; (C) SAMPLE IMAGE;

(D) RESULT OF APPLICATION OF (B) MASK ON (C).

E. Extracting information from visemes

In order to get additional information about the visual

aspect of the visemes, a set of feature points is defined and

manually measured (Figure 5). Each image of the database is

accordingly labeled with such information.

This data is important not just to guide the positioning of

visemes on base-faces but also as a tool to achieve smooth

transitions during synthesis time.

Fig. 5

FEATURE POINTS DETECTED ON VISEMES

F. Database

The implementation of an image database is based on

the labeling of each stored sample that provides relevant

information for the synthesis process.

The database is built by the analysis and consolidation of

information derived from the phonetic transcription, the data

extracted from images and the original video sequence (Figure

2).

Each viseme on the database is associated to the following

information:

• viseme group classification;

• video frame identification;

• phonetic context of captured viseme;

• feature points information obtained during pre-processing

step;

• pointer to image file.

G. Synthesis of Facial Animation

The implemented system is integrated to the commercial

TTS “CPqD Texto Fala”, that provides a timed phonetic

transcription of the new content to be uttered to the facial

animation system. This system includes an audio synthe-

sis module that generates a synthetic speech signal from

a sequence of phonetic segments derived from the text to

be uttered. The synthesizer selects the appropriate acoustic

units from a natural speech database coupled to the system,

producing a high quality synthetic speech.

The timed phonetic transcription provided as input to the

2D facial animation system is an intermediate step result of

“CPqD Texto Fala” text processing and synthesis modules and

is composed by the sequence of phonetic units used during the

generation of speech signal and their corresponding durations.

The first step of animation synthesis process is to convert

the sequence of phonetic segments determined by the phonetic

transcription into a corresponding sequence of target visemes

of Tables I and II.

In order to map a phoneme to a context-dependent viseme, it

is necessary to analyze the phonetic context of each phoneme,

specially for the consonantal visemes, taking into consid-

eration the adjacent phonemes. As shown on Table I, the

consonantal visemes are defined for phonetic contexts of type

V1CV2, where V indicates a vowel and C a consonant. We

also observe that V1 is optional, that means the consonant can

be preceded by silence. Consonantal phonemes present in the

phonetic transcription that does not fit this type of context

are analyzed and mapped to V1CV2 contexts based on the

similarity of speech sounds and a list of exceptions. A similar

approach is adopted for the first line of Table II.

Each speech phoneme has its duration expressed in the

timed phonetic transcription. Therefore, it is possible to de-

fine the time instant associated to each target visemes and

to determine the number of transition frames between two

subsequent target visemes. The animation synthesis is then

performed applying a morphing between target visemes in

order to obtain smooth transitions between them.
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H. Morphing between Visemes

The application of image morphing technique between key

poses of animation is a mechanism to generate a smooth and

realistic transition.

Morphing between two images begins by establishing the

correspondence map of feature primitives between both im-

ages. The correspondence map is then used to compute warp-

ing functions that define the spatial relationship between all

points in both images. In this work, the feature primitives

are the feature points detected during pre-processing step and

shown in Figure 5.

Considering the small number of selected feature points,

the determination of an warping function can be stated as

a scattered data interpolation problem. In this work, radial

basis functions (RBF) were adopted, since they are proven to

be an effective tool in multivariate interpolation problems of

scattered data [15], [16].

The determination of warping function begins with the

definition of a correspondence map between source viseme

feature points pi and target viseme points qi, where i =
1, ...n and n = 5 (Figure 5). In this notation pi and qi are

position vectors of image pixels with coordinates [pix, piy]
and [qix, qiy], respectively. From the correspondence map, the

following step is to determine the warping function, which

formulation can be stated in terms of input and output:

• Input: n pairs (pi,qi) of feature-points, where pi and qi

are position vectors ∈ ℜ2, i = 1, ..., n and n = 5.

• Output: an at-least-continuous function f : ℜ2 → ℜ2

with f(pi) = qi, i = 1, ..., n.

The adopted interpolation function f is a linear combination

of radial functions, which values depend only on the distance

between each image point p and a feature point pi. This

distance is the Euclidean distance between two points defined

as d(p,pi) =
√

(pix − px)2 + (piy − py)2.

f(p) = bm(p) +n
∑

i=1

αigi(d(p,pi)) (1)

In the equation 1, bm(p) is a m-degree polynomial added

to the formulation in order to reproduce affine linear trans-

formations not naturally obtained by pure radial functions. In

this implementation, m = 1 and the adopted polynomial is

b1(pi) = α1 + α2 · pix + α3 · piy. The α coefficients are

determined by solving the system of linear equations resulting

from f(pi) = qi, i = 1, ..., n and the polynomial precision

constraints [15].

The system determines the warping function using mul-

tiquadrics radial basis functions as pointed by [16] as an

effective and time-efficient radial basis functions:

g(d) = (d2 + r
2)µ

, r > 0, µ 6= 0 (2)

According to the analysis made at [16], µ was set to 0.5

and an individual value of ri was used for each pi, computed

from the distance to the nearest neighbor:

ri = min{d(pi,pj)}, i = 1, ..., n; i 6= j (3)

Given two visemes A and B, the implemented algorithm

determines the function that warps image A to B in forward

direction and the function that warps B to A in the backward

direction. Taking the number of frames to morph A to B,

two sequences of the corresponding number of intermedi-

ate images are generated performing forward and backward

transformations. Once both images have been warped into

intermediate feature positions, they are cross-dissolved to

generate intermediate frames according to a transition control

function [14].

I. Transition control of morphing

The morphing process implemented by the system was

controlled by a smooth non-linear interpolation time function.

This function controls the feature points trajectory between

two key visemes. The adopted approach represents a better

modeling of speech dynamics when compared to the linear

transition approach.

The interpolation curve adopted was the Hermite parametric

curve [17] with coefficients set to preserve geometric con-

tinuity and present derivatives equal to zero at the instant

of realization of the articulatory targets represented by the

visemes from image database. The interpolation curve used

is given by:

[

x(t)
y(t)

]

=

[

px qx

py qy

] [

2 −3 0 1
−2 3 0 0

]









t3

t2

t

1









0 ≤ t ≤ 1

where x(t) and y(t) are the coordinates of feature point;

px and py are the articulatory target coordinates of the first

phoneme; qx and qy are the articulatory target coordinates of

the second phoneme; and 0 ≤ t ≤ 1 is the parametric variable.

J. Extended Mode

The described synthesis implementation based on morphing

between visemes characterizes the reduced mode of the imple-

mented 2D facial animation synthesis, capable of delivering

videorealistic facial animations from a image database of just

34 visemes.

The implemented system also foresees that the image

database can continuously grow and that the synthesis system

should be able to adapt itself to deliver higher levels of

videorealism through the combination of morphing between

visemes approach and the concatenation of small video frag-

ments originally captured from audiovisual corpus.

The database can grow by adding new images that are pre-

processed and analyzed according to the steps described on

Sections III-C, III-D and III-E. The new images added to the

database are organized as additional viseme samples of the

visemes categories shown on tables I and II and also keeps

the information of their original frame identification on the

audiovisual corpus.

If an extended image database is available, the system is

designed to, for each viseme transition, search the database

in order to find a similar transition captured in the original
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corpus. The optimal situation will happen when such transition

occurs in the corpus in exactly the same phonetic context

and with the same duration in number of frames. In this

case, the sequence of animation frames selected from database

are simply concatenated to the final animation sequence.

Otherwise, the target phonetic context of the final animation,

characterized by a triphone, is analyzed against their pairs on

the same homophene groups. In this case, the target speech

segment “apa” can be visually animated by a sequence of

frames corresponding to the speech segment “aba” if they

are present in image database (see first line of table I, that

shows that phonemes [p] and [b] are in the same homophene

group). Following the context-dependent visemes mapping,

the extended mode always tries to minimize the number of

viseme transitions that requires morphing. With this approach

the system is designed to deliver higher levels of videorealism

and can be applied on systems with higher processing and

memory capacity, such as high end desktops.

IV. CONCLUSION

This paper presented a videorealistic 2D speech synchro-

nized facial animation system for Brazilian Portuguese de-

signed to be a cross-platform solution that can be adapted to

characteristics of the executing platform through two different

synthesis modes: a reduced mode and an extended mode.

The paper focused on the description of reduced mode

implementation, in which the synthesis is exclusively based on

morphing between visemes approach and the image database

is composed by 34 visemes. Our implementation presents two

significant contributions to the morphing between visemes

synthesis approach, that result in a more accurate modeling

of visual speech. First, the system adopts a straightforward

modeling of coarticulation effects through the use of context-

dependent visemes. Secondly, the system applies a simple non-

linear transition function that drives the morphing process. The

reduced image database and the non-complex models used to

implement the synthesis process turn possible the embedding

of such system on small or portable devices with limited

processing and memory capacities (Figure 6).

Preliminary speech intelligibility test results made with

animations generated under reduced mode show that the level

of videorealism obtained by the system is fair enough to

greatly improve the comprehension of information when the

audio is heavily degenerated by noise. This work is still under

development and the next activities related to the project are:

the full implementation of synthesis under extended image

database, the implementation of automatic image processing

algorithms to process image database and the conclusion of

speech intelligibility tests with the system under extended

mode.
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Abstract—Motion estimation is a critical stage in video 
compression schemes. It impacts greatly on system performance 
by minimizing the energy of the residual frame to be transmitted. 
As usual video compression standards (such as MPEG-x and 
H.26x) do not specify a particular technique to use, it seems 
important to study the recent developments in the area aiming to 
consider them comparatively. The focus of this work is on the 
trade-offs of three state-of-the-art block-based techniques: the 
Adaptive Modified Two-Bit Transform (AM2BT), the Adaptive 
Multilevel Successive Elimination Algorithm (AdaMSEA) and 
the Enhanced Adaptive Rood Pattern Search (E-ARPS). The 
principal measures to be taken into account in these analyses are 
the PSNR, the MSSIM and the computational complexity. 

Index Terms—AM2BT, AdaMSEA, block-matching 
algorithms, E-ARPS, motion estimation, video coding. 

I. INTRODUCTION 
Most widely used motion estimation techniques consist on a 

matching algorithm which uses block comparison, the well-
known block-based techniques. These are efficient and simple 
to implement. The optimal algorithm for this kind of technique 
is known as Full Search (FS). It exhaustively checks every 
block of the previous frame to choose the one that gives the 
best matching, i.e., the most similar block to the current frame 
one. A well-accepted measure of similarity of two blocks is 
the Sum of Absolute Distances (SAD). The best fitting block 
to be chosen is the one which gives minimum SAD. The FS 
approach has, then, extremely high computational complexity 
and is not used in practice. Many methods have been proposed 
in the past 20 years to overcome this problem. 

The majority of the block-based algorithms reduces the 
number of operations by selecting the locations where the 
search is to be held. The location retrieved is the one where 
the minimum SAD has been calculated. Then, a motion vector 
is associated to the current analysed block, pointing to the 
chosen location.  

Simple techniques simply use the same default search 
locations for every block. Examples of these are the Three-
Step Search (TSS) [1], the Diamond Search (DS) [2], the 
Four-Step Search (FSS) [3], the New Three-Step Search 

(NTSS) [4], the Cross-Diamond Search (CDS) [5]. More 
complex methods may use a number of criteria for selecting 
search locations, such as multi-resolution, spatial or temporal 
correlation. Examples of these approaches comprise the 
Adaptive Root Pattern Search (ARPS) [6], the Advanced 
Diamond Zonal Search (ADZS) [7], the Motion Vector Field 
Adaptive Search (MVFAST) [8], the Multi-resolution Spatio-
temporal Correlations (MRST) [9], the Predictive Motion 
Vector Field Adaptive Search (PMVFAST) [10]. 

Other algorithms preprocess the frames to simplify the 
block-based search to be done in the next step. The One-Bit 
Transform (1BT) [11], the Modified One-Bit Transform 
(M1BT) [12] and the Two-Bit Transform (2BT) [13] are some 
examples of these techniques. There are also methods that 
reduce the computational load by removing the non-optimal 
search positions without losing the optimality of the FS 
algorithm. These comprise the Successive Elimination 
Algorithm (SEA) [14] and the Multilevel Successive 
Elimination Algorithm (MSEA) [15]. 

In this work, three state-of-the-art methods are investigated: 
the Adaptive Modified Two-Bit Transform (AM2BT) [16], 
the Adaptive Multilevel Successive Elimination Algorithm 
(AdaMSEA) [17] and the Enhanced Adaptive Rood Pattern 
Search (E-ARPS) [18]. Each of these regards the motion 
estimation problem using a different approach, representing 
the evolution of three different fashions of estimating motion. 
When compared with simpler methods, they give very good 
results. Their performances are considered comparatively, 
calculating the reconstruction quality and the computational 
complexity for four image sequences. 

II. REVIEW OF STUDIED TECHNIQUES 
In this section, a brief description of the methods analysed 

is provided. 

A. Adaptive Modified Two-Bit Transform (AM2BT) 
The Adaptive Modified Two-Bit Transform (AM2BT) [16] 

is based on the 2BT [13]. Two-bit representations of image 
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frames are obtained using local (inside each block) mean µ 
and standard deviation σ: 

 
where ),(1 jiB  and ),(2 jiB  represent the resulting two-bit 

planes, which are used for estimating motion.  
Initially, a similarity criterion based on Boolean operators 

(which enables fast execution and simple implementation) is 
used for the search in every location of the previous frame. 
The first and second best motion vectors obtained are retained 
(mv1 and mv2, respectively). Then, the distortion between the 
original frame and the predicted one with mv1 is calculated 
and compared with an adaptive threshold T (based on µ and σ, 
calculated in previous steps). If the distortion is below T, the 
final motion vector is assigned as mv1. Otherwise, the same 
procedure is done with mv2. If the distortion is still above T, a 
two-step search is performed around mv1 and mv2. If the 
distortion is below twice the threshold value (2 x T), the 
corresponding displacement is assigned as the motion vector 
for the block. Otherwise, a third stage is computed using FS 
and the best motion vector found is chosen. The flowchart of 
this algorithm is show in Fig. 1. 

B. Adaptive Multilevel Successive Elimination Algorithm 
(AdaMSEA) 

The Adaptive Multilevel Successive Elimination Algorithm 
(AdaMSEA) [17] has its bases on the Multilevel Successive 
Elimination Algorithm (MSEA) [15], which reduces the 
computational load of the FS strategy by removing many of 
the non-optimal search positions in a multilevel fashion.  

AdaMSEA partitions macroblocks in four submacroblocks 
based on a threshold condition on the gradient magnitude of 
the macroblocks. Each new partition corresponds to a higher 
level and this procedure determines the elimination order. Fig. 
2 depicts an example of the elimination order determined by 
the sum of gradient magnitudes. 

Then, the calculation starts at the lower level, with the 
difference of the sum of norms of the candidate and the block 
one wants to find motion vectors for. If this result is greater 
than the current lowest SAD found, the candidate is rejected. 
It can be shown from this result that it is impossible that this 
candidate be a better-matching block than the current best-
matching one. Otherwise, the sum of the norms of the first 
level is calculated and compared again with the SAD. If this 
result is greater, the candidate is rejected. This procedure is 
repeated until the calculated sum of the highest level is done. 
If it is greater than the SAD, the candidate is rejected. 
Otherwise, the SADc (SAD of the candidate) is calculated. 
Finally, if the SAD is greater than the SADc, the current best-
matching block will be this candidate and SAD = SADc. 

Fig. 1: Flowchart of AM2BT [16] 

C. Enhanced Adaptive Rood Pattern Search (E-ARPS) 
The Enhanced Adaptive Rood Pattern Search (E-ARPS) 

[18] is a new fast and efficient motion estimation algorithm 
based on the ARPS [6]. This algorithm makes use of three 
improvements regarding ARPS: Initial Search Centre (ISC) 
prediction, adaptive search pattern and early termination. 
These improvements speed up the ARPS algorithm, giving 
higher image reconstruction quality. 

The adaptive search pattern used is based on the motion 
vectors of the neighboring blocks. The early termination 
condition is performed by comparing the distortion with a 
threshold. 

 
Fig. 2: Example of the elimination order with threshold T=100. [17] 
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Fig. 3: Frame #150 of sequence “foreman”. (a) Original. (b) Reconstructed using FS with  macroblock size 16x16. PSNR = 31.780, MSSIM = 0.9282. (c) 
AM2BT, 16x16. PSNR = 28.612, MSSIM = 0.8774. (d) AdaMSEA, 16x16. PSNR = 31.780, MSSIM = 0.9282. (e) E-ARPS, 16x16. PSNR = 30.787, MSSIM = 
0.9156. (f) FS, 8x8. PSNR = 33.768, MSSIM = 0/9473. (g) AM2BT, 8x8. PSNR = 29.461, MSSIM = 0.8521. (h) AdaMSEA, 8x8.  PSNR = 33.768, MSSIM = 
0.9473. (i) E-ARPS, 8x8. PSNR = 31.089, MSSIM = 0.8859. 

On the first step, the SAD is calculated at the location 
indicated by a median predictor based on the motion vector 
of neighboring blocks (SADp) and if the termination 
condition is satisfied, this procedure ends. Otherwise, the 
SAD (SAD0) is calculated at the position (0,0) and if it is 
smaller than the threshold T the search stops. If this 
condition is not satisfied, SAD0 and SADp are compared 
and the ISC is chosen to be the position with the minimum 
SAD (Minimum Distortion Block, MDB) between these 
two. 

Then, the centre of a fixed unit-size rood pattern (URP) 
is placed at the ISC. The SAD is calculated for the locations 
indicated by this pattern and if the MDB point found is 
smaller than T or is placed at the ISC, the search stops. If it 
doesn’t occur, an adaptive rood pattern is used at this MDB 
point. If the termination condition is satisfied for one of the  

searched points, this procedure stops. Otherwise, the URP 
is placed at the MDB of the previous step and is used 
repeatedly until the termination condition is satisfied or the 
MDB point is still at the centre of the URP.  

III. SIMULATION RESULTS 
The three algorithms have been implemented and simulated 
for four image sequences, with different degrees and types 
of motion – “tennis” (112 frames of size 352 x 240), 
“football” (125 frames of size 352 x 240), “foreman” (299 
frames of size 352 x 288) and “mobile” (140 frames of size 
352 x 240). The FS method (the optimal one) has also been 
implemented for comparison. Two block sizes have been 
used: 16x16 and 8x8, with search range of ±7 pixels in both 
horizontal and vertical directions. The block distortion 
measure used for all implemented algorithms is the SAD. 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 
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For providing reconstruction quality comparison, two 
distortion metrics have been used: the Peak Signal-to-Noise 
Ratio (PSNR) and the Mean Structural Similarity Index 
(MSSIM) [19], which have been computed for each frame 
and plotted for each sequence. The PSNR, based on the 
MSE, is the simplest and most widely used measure of 
quality. However, images with the same PSNR may have 
very different type of errors, some of which are much more 
visible than others. The MSSIM, on the other hand, 
quantify better the visibility of errors because the Human 
Visual System (HVS) is in general highly adapted for 
extracting structural information, which is measured by this 

index. To calculate it, the algorithm based on [19] has been 
used.  

The computational cost is assessed by the average 
number of search points per motion vector generation (i.e., 
per macroblock) for each frame.  

An example of frame reconstruction is presented in 
Figure 3. The original frame is provided and can be visually 
compared to the reconstructed ones. Distortion can be 
clearly identified in the upper right corner of the images, 
and associated to the PSNR and MSSIM results. 

Some results for the PSNR, the MSSIM and the 
computational cost are shown in Figures 4 and 5. These 

 
(a) (d) 

 
(b) (e) 

 
(c) (f) 

Fig. 4: Results obtained for  “foreman” (a, b and c) and “mobile” (d, e and f) sequences, with macroblock size 16x16. (a) and (d): PSNR. (b) and (e): MSSIM. 
(c) and (f): Average number of search points. 
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Fig. 5: Results obtained for “tennis” (a, b and c) and “football” (d, e and f) sequences, with macroblock size 8x8. (a) and (d): PSNR. (b) and (e): MSSIM. (c) and 
(f): Average number of search points.

measures are plotted for each frame for some image 
sequences. The average values obtained are given in Tables 
I and II. 

The PSNR and MSSIM results for the AdaMSEA 
algorithm are identical to the FS ones, as expected, for the 
former reduces the computational cost of the latter by using 
some properties, but still checking every candidate. Despite 
giving excellent results in terms of PSNR and MSSIM, the 
AdaMSEA presents high computational cost when 
compared to the E-ARPS and to the AM2BT, the two 
studied techniques that achieve highest computational 
complexity reduction.  

All the studied methods provide good results. The E-
ARPS gives excellent results in terms of computational 
complexity for all the image sequences treated. However, 

for the “football” sequence with macroblock size 16x16 it 
gives the poorest results in terms of PSNR and MSSIM, but 
still in an acceptable range. In Figure 4, it can be noticed 
that the E-ARPS algorithm achieves PSNR and MSSIM 
results for the “foreman” sequence that are even better than 
the ones given by the FS algorithm for a significant amount 
of frames (the average PSNR and MSSIM are also higher, 
as shown in Table I). It can be explained by noticing that 
the E-ARPS does not impose a search range, while the 
other analysed techniques do. As the motion occurs quickly 
for this sequence, the motion vectors should have larger 
values, which can’t be done by the other methods since they 
have a limited range for searching similar blocks. For this 
sequence, it must also be remarked that the computational 
load of AdaMSEA is much greater than those given by

 

 
(a) (d) 

 
(b) (e) 

 
(c) (f) 
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TABLE I 
AVERAGE  PSNR, MSSIM AND NUMBER OF SEARCH POINTS OBTAINED, WITH MACROBLOCK SIZE 16X16. 

 
TABLE II 

AVERAGE  PSNR, MSSIM AND NUMBER OF SEARCH POINTS OBTAINED, WITH MACROBLOCK SIZE 8X8. 

 
AM2BT and E-ARPS. The “mobile” sequence, also 
presented in this figure, presents similar results in terms of 
reconstruction quality for all the methods used. The 
computational cost is lower for this sequence. 

Figure 5 shows that, for the “tennis” sequence with 
macroblock size 8x8, the E-ARPS algorithm gives better 
results than the AM2BT with lower computational 
complexity. This fact occurs for other sequences as well, as 
shown on Tables I and II. For the majority of the frames of 
the “football” sequence with macroblock size 8x8, the 
results achieved in terms of PSNR do not agree with those 
given by MSSIM. The PSNR calculated for the AM2BT 
technique is higher than the E-ARPS’, whilst the opposite 
happens for the MSSIM index. 

It’s important to notice that there are other parameters 
concerning the computational complexity that must be 
taken into account when implementing one of the studied 
methods. In this work, the influence of the number of 
search points has been analysed. Preprocessing operations 
have not been considered, and it must be remarked that the 
AM2BT and the AdaMSEA have a significant amount of 
these. The E-ARPS has, therefore, the lightest 
computational load in terms of the number of operations 
between the analysed algorithms. Nevertheless, the 
underlying hardware has got to be understood if hardware 
implementation is envisaged. Some algorithms may be 
easier treated for specific hardware architecture. 

IV. CONCLUSIONS 
This paper investigates the inherent performance trade-offs 
of three state-of-the-art block-based motion estimation 
techniques, each representing the evolutions of different 
fashions of estimating motion. Motion estimation is a 
critical stage in video compression, and the main 

contribution of this work is to analyse comparatively recent 
developments in the domain. Simulation results have shown 
that the E-ARPS is the most robust method analysed, for it 
presents extremely simple computational complexity giving 
excellent results in terms of image reconstruction quality. 
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Abstract - This paper introduces an objective quality 
measurement model for digitized video sequences, using a 
Blocking Noise measurement algorithm (simulated with 
MATLAB). 
 

I. INTRODUCTION 
 
Blocking noise is a typical phenomenon with great importance 
in MPEG coding. It represents the arising of squares with 8x8 
elements forming a chessboard structure. The blocks become 
visible because there is a discontinuity in the image elements 
between the edges of one block and the adjacent blocks. The 
greater responsible for Blocking Noise arising is the coarse 
quantization and consequent elimination of some DCT 
coefficients caused by bit rate limitation to only 2Mbps. A 
strong DCT coefficient attenuation also affects the image 
definition.  
 
A. Blocking Noise measurement algorithm 
 
Blocking Noise is characterized by artificial discontinuity of 
the image between image elements in the edges of blocks or 
macro blocks, where the MPEG coding is processed [1]. The 
method to detect and convert the discontinuity in numbers can 
be seen on figure 1, since the discontinuity degree has a strong 
correlation with the image degradation, as proposed by 
Trauberg [2]. 
 

 
Fig. 1. Average Difference AD vector formation in the horizontal direction – 

Origin [2]. 
 

The figure 1 shows a portion of MPEG image decoded. Each 
point represents an image element, in this case the luminance 
signal, with the digitized magnitude. The full and dotted lines 
forming the reticule represent the border between blocks or 
macro blocks. The algorithm proposes to measure all the 
absolute differences between adjacent elements in horizontal 
direction and compare the differences between elements 
belonging to adjacent blocks or macro blocks with the 
difference between internal elements to the blocks. An 
Average Difference (AD) vector, showed in the figure 2, is 
formulated, in order to the comparison reaches all the frame 
elements. The first term AD(1,i) and the ninth term AD(9,i) 
are those containing the difference between the elements 
belonging to the adjacent blocks. The other terms are the 
difference between the elements inside the blocks. 
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Fig. 2. AD vector formation in the vertical direction for interleaving sweeping 
 
Before introducing the vector AD math’s expression, it’s 
convenient to explain the parameters used in figure 2.  The 
reticule in this figure represents the image frame, considering 
only the luminance signal. In terms of image elements, MPEG 
image has integer multiple of macro block, with block having 
the dimension K x J elements in horizontal direction as well as 
in vertical direction. The elements outside of this frame are not 
of coding object and take the value of black color or without 
color in case of chrominance, and appear as a black bar in the 
image board. 
The number of block in the horizontal direction (My) and in 
the vertical direction (Ny) is given by equation (1) 
 

                               (1) 
 
Where, by and hy are the total number of elements in the 
horizontal and vertical directions respectively. The ADy,h is 
given by expression (2) where Y is the luminance value: 
 

                   (2) 
i= 1,2,…,2J e t=1,2,…,N  N = Number total of  frame 
 
The equation (2) that calculates the i th elements of the vector 
of tth  frame, which may be considered as the time or frame t, 
shows that the difference result is not done during all the 
elements in the horizontal direction because there are vertical 
bars in the board of frame that may distort the results. In the 
case of equation (2), two initial macro blocks located on left 
side and two macro blocks located on right side are now 
considered. The quantity of macro blocks is calculated by 
1/2My  in horizontal direction and 2J is the elements quantity 
of one macro block in the horizontal direction. In case of 
figure 1 where the ADy,h  vector was illustrated taking as 
example J=8 and as consequence the terms AD(1,t) and 
AD(9,t) contain the blocks or macro blocks  limits that must 
be detached  from the rest.  
Similar procedure may be applied to the vertical direction and 
get the vector ADy,v  considering the differences between the 

vertical direction elements. If the sweeping is progressive, the 
procedure is equal to the ADy,h horizontal vector. 
However, if the sweeping is interleaved, and this is the great 
number of cases, there is an additional difficulty because, 
usually, the MPEG coding is applied per field. The figure 2 
shows the construction of ADy,v vertical vector for interleaved 
sweep with MPEG coding application per field. The ADy,v 
vector for MPEG application case  term i based on field and it 
is given by expression (3): 
 

                    (3) 

hy/K=Ny  quantity; frame Total = N
N,…1,2,= te,2K …1,2, =i  

 
The term “2kny +i-2” indicates the intercalated and non 
contiguous neighborhood. The same algorithm applied to 
luminance could be applied to the chrominance CB and CR or 
U and V, depending of digitized signal format. The expression 
(4) calculates the term I for AD vector for chrominance U and 
V considering the format   4:2:2 recommended by ITU-R 
BT.601-5 Recommendation. 
 

                  (4) 
i=1,2,…,J;  t=1,2,…N  
N=frame quantity; MU = MV = 0,5MY 
  

II. APPLICATION EXAMPLE 
 
The figure 3 shows the vectors ADyh computed as expression 
(2) for a sequence of 25 video frames of “Football original” 
without degradation. In the abscissa we have the quantity of 
frames and in the ordinate we have the vector ADy,h term 
values. 
Each luminance element may assume values from 16 up to 
235 corresponding to the levels black to white respectively as 
defined in the standard ITU-R BR+T.601-5. Therefore, the 
average value of the difference may take theoretical value of 
220, if the image is composed by black and white vertical line 
with one element thickness. The 16 terms of the frame ADy,h 
vectors are represented by curves with different colors and 
may be observed that the medium values are situated between 
4,5 and 7, depending on the frame. The curves spreading 
inside the same frame is very small, lower to 0.5, indicating 
that there are no relevant discontinuities in the horizontal 
direction. The figure (2) shows the ADy,h vectors computed in 
the same frame sequence, but after applying MPEG-2 coding 
and decoding compression with 3Mbps bits ratio. The two 
curves with greater values are AD(1,t) and AD(9,t), as 
indicated. The others vector terms have minor values and with 
variation up to 1, 2 inside the same frame. This appointment of 
the two graphics indicate that there is a remarkable 
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discontinuity in the horizontal direction, whose positions 
correspond to the terms AD(1,t) and AD(9,t). 

  
 
Fig. 3. Reference Video of Football ADy,h  vector computed via MATLAB. 
 
A visual analysis of printed image exposes that AD(1,t) and 
AD(9,t) correspond to bordering elements between macro 
blocks and blocks respectively. Being the ratio of MPEG-2 
coding bits limited to 3Mbps, the discontinuity between macro 
blocks or blocks represented by high values of AD(1,t) and 
AD(9,t), exposure poor AC of DCT coefficient quantization  
to accommodate the big quantity of information imposed by 
bit ratio. According to the signal origin, the verification of 
block size is necessary to apply the algorithm in the entire 
number of blocks in the horizontal and vertical directions. 

 
 
Fig. 4. Degradated Video Football ADy,h  Vector with 3Mbps MPEG-2. 
 
The verification of the block positioning relating to frame is 
necessary for elements identification that is situated in the 
block board. 
The figure 5 is the 13th frame of the football degradated video 
used in the examples [4]. 
 

 
 
Fig. 5.  13th frame of the football degradated video. 
 
The application of the exemplified algorithm in the graphics 
shows that the block or macro block discontinuity evaluation 
could be done by Blocking Noise measurement and could 
have a high correlation degree to the analyzed image. 
 

III. FINAL COMMENTS 
 
Comparing the results obtained by using the algorithm with 
the tests carried out with the same sequence of football video 
using PQA 200 Tektronics instruments allows to conclude that 
the degradation detected are also pointed via PQA 200, using 
reference image [3]. 
The use of algorithm to detect and quantitize the Blocking 
Noise is a different way to evaluate the image quality [4] and 
involves more practical and interesting applications, because it 
does not use image reference to detect the processed image 
degradation. The figure 6 illustrates an example of Blocking 
Noise measurer application. 
The measurement of Blocking Noise done in production 
studios is a commonplace application that allows the 
monitoring and feedbacking in loco of Blocking Noise for 
appropriate MPEG-2 coder adjusts. 
 

 
Fig. 6.  Example of Blocking Noise Measurer. 
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