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An Expurgated Union Bound for Space-Time Turbo
Codes 1n Quasi-Static Rayleigh Fading Channels

L. G. Caldeira

Department of Electrical Engineering and Telecommunications
Federal Institute of Education Science and Technology of Paraiba

58015-430, Joao Pessoa, PB, Brazil
Email: guedes@ifpb.edu.br

Abstract— This paper presents a new technique to obtain an
expurgated union bound on the frame error rate of space-time
turbo codes (STTuCs) in quasi-static Rayleigh fading channels.
The STTuC scheme is composed of two component space-time
trellis encoders connected in parallel via an interleaver. We define
an adjacent matrix of an augmented state diagram which allows
the enumeration of each punctured component encoder. Then, a
new method to identify a set of dominant error events is proposed.
An expurgated union bound on the frame error rate of STTuC
schemes is computed using this dominant set. Comparisons with
simulated results reveal that the expurgated union bound is tight.

Index Terms— Space-time codes, turbo codes, union bound,
distance spectrum, frame error rate.

I. INTRODUCTION

The parallel concatenation of two space-time trellis
codes (STTCs) combines the coding gain of turbo coding
schemes [1] with the diversity gain of multiple input and
multiple output (MIMO) channels, resulting in a transmission
scheme known as space-time turbo codes (STTuC) [2], [3],
(4], [51, [6].

The STTuC scheme considered in this work has two compo-
nent STTCs connected in parallel via an odd-even information
interleaver. Each component encoder produces at its output a
sequence M-PSK symbols that are alternately punctured so
that only one encoder accesses the transmit antennas at a given
signaling interval.

This work proposes an enumerative technique to compute
the distance spectrum of the STTuC scheme. The first step
is to construct an adjacency matrix of an augmented state
diagram [7] which allows the enumeration of the distance
spectrum of each punctured component encoder using the
symbolic algorithm proposed in [8]. Finally, the distance
spectrum of the STTuC is obtained by taking into account the
effect of the interleaving. A tight approximation to the frame
error rate (FER) in quasi-static Rayleigh fading channels is
obtained if a set of dominant terms of the distance spectrum
is used in the derivation of the union bound. This set depends
on a particular fading realization in a given frame [8]. We
propose a technique to identify the set dominant error events of
the distance spectrum. A tight expurgated FER for the STTuC

This work received partial support from CNPq.

Cecilio Pimentel
Department of Electronics and Systems
Federal University of Pernambuco
50711-970, Recife, PE, Brazil
Email: cecilio@ufpe.br

scheme is computed for component STTCs with different
construction criteria, the determinant criterion [5] and the trace
criterion [6].

II. SPACE-TIME TURBO SCHEME

Consider an STTuC scheme that employs two component
STTC encoders connected in parallel as shown in Figure 1.
Each STTC has 2V states, 2 edges emerging from each state,
and transmits M -PSK symbols through ny transmit antennas.
The STTC—1 receives directly the input bits whereas the
STTC—2 receives a permuted version through an interleaver
of length K symbols. The interleaver used is an odd-even
pairwise type [5], i.e., it interleaves, separately, groups of bits
on odd and even positions, and are denoted by 7o and 7g,
respectively. The length of each interleaver is K log,(M)/2
bits.

At each signaling interval, only one component
STTC accesses the transmit antennas. The transmitted
symbols at odd (resp. even) intervals are from STTC—1
(resp. STTC-2). For example, let Sjl?i be the output
of the STTC—j; transmitted by the antenna ¢ at time
k. If the output of STTC—1 is the sequence S; =
(St Sk, ... S, SyTtStyt . SEr SRS sErE ]

inT> 1np
and the output of STTC—-2 is Sy =
k ok k k+1 gk+1 k+1 ok+2 gk+2 k42
[521522 o S5 S91 Sag o Sa 1 Sa1 TSh9 T Son T } ,

then the alternation of odd and even intervals during

puncturing produces the transmitted sequence S =
k ak k k+1 gh+1 k+1 ok+2 gk+2 k42
[511512 e ST So1 890 Sa ST TSTS ST }

The complex punctured sequence S is sent over the quasi-
static Rayleigh fading channel.

IITI. PAIRWISE ERROR PROBABILITY OF AN STTC OVER
QUASI-STATIC FADING CHANNELS

Consider a MIMO quasi-static flat fading channel with np
transmit antennas and np receive antennas. Let H be a matrix
of fading coefficients given by:

hi hi2 Ping
ha1 has hon g

H= . (D
hogt Pnge oo Pppng
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S1

x S11
. — | STTC-1 )
input sequence Ingp

Puncturing

ant. 1

ant. np

S
ey

interleaved sequence

Fig. 1.  STTuC scheme with two component STTCs with nz transmit
antennas. STTC outputs S and So are punctured resulting in the transmitted
sequence S.

where the fading coefficients h;; from transmit antenna 4 to
receive antenna j are independent complex Gaussian random
variables. These random variables are constant during a trans-
mission block and change independently from block to block.

Assuming maximum-likelihood receiver with ideal channel
state information, the conditional pairwise error probability
(PEP) between a pair of correct (c) and erroneous (e) STTC
sequences is [9]:

nR
P(c—e/H) =Q %ZHjA(c,e) H/ )
j=1
where v, is the signal-to-noise ratio (SNR) per transmit
antenna, H; = [h;;,- -, hnp1] is a row vector of fading
coefficients, and the np x np Hermitian matrix A(c,e) is
denoted the error-event matrix (EEM). For a simple error event
starting at ¢t = 0 of length m trellis intervals, the (, ) entries
aij,1 <14,5 < np of this matrix are given by:

m
t=0
where ¢! is the complex symbol transmitted from antenna i at

time ¢ chosen from an M-PSK constellation of unit energy.
For np = 2, the 2 X 2 matrix A(c,e) is of the form:

(%)

The conditional expurgated union bound on the first error event
probability becomes [8]:

nR
Tt +
5 E H; A, Hj @

Jj=1

Prem(e) > aa, @
s

where S is the set of dominant EEMs and A; is an EEM
in § with average multiplicity aa,. The distance spectrum of
order N of an STTC is the ordered set S = {(A;, CLAT,,)}?L1 of
the first N dominant EEMs and their corresponding average
multiplicities.

The enumeration of the EEM spectrum is performed using
the product state transition diagram (PSTD) of each STTC

component. The states of this diagram are ordered pairs
(0¢,04) called product states, where oy,04 € 0,1,---,2"
are the states of the correct and erroneous sequences in the
state diagram of the component encoder, respectively. Since
an EEM has nr(np + 1)/2 independent entries, each edge
that connects two product states is labeled with the transition
probability of the correct path, 1/2%¢, multiplied by the prod-
uct of ny(nr+1)/241 indeterminates in which ny(np+1)/2
are raised to a possible complex number, (¢! — ¢et)(c] — e])*,
i > 7, which corresponds to the increase of the upper diagonal
array of the EEM signal due to a one-step transition, and an
indeterminate W is raised to the Hamming distance between
the information sequences corresponding to this transition.

The 22¥ x 2%¥ adjacency matrix, denoted by T, associated
to an STTC has the (4,5) entry, 0 < 4,5 < 22 — 1, either
equal to the label of the edge the connects the states S; and
S, or zero if these states are not connected. The identification
of equivalent states [10], [11], [12] in the PSTD allows the
reduction of the dimension of T. Another reduction is possible
by combining the good states into one state [13], namely Sp.
The adjacent matrix of this reduced product state transition
diagram is denoted by B. Next, we split the good state into
a source and a sink state, and the corresponding adjacency
matrix is found by setting By o) = 0. The puncturing effect
into B is considered next.

Example 1: Consider an STTC with ny = 2 with a reduced
split PSTD shown in Figure 2. The indeterminates X,Y,Z
enumerates the upper diagonal portion of the EEM. The
correspondent adjacency matrix given by

0 WWo xX*0y¥Y0zZ%0 0

B=| wwsx@syuszzs wwixTiyvizsi  ww2xT2yv2zE2

0 WW3 XT3YV¥Y3z*3 WW4a xXTayY4 z74

®)
A. The Puncturing Effect

As the STTC—j is punctured at alternate time intervals, it is
necessary to define a new PSTD, denoted by augmented state
diagram [7] that indicates all possible state transitions, that is,
transitions in punctured intervals and nonpunctured transitions.
The adjacency matrix of the augmented state diagram is
denoted by Byyn.. In the following we describe a procedure
that transforms B into By, ..

In order to the construct the augmented state diagram [7] a
new set of states {5}, } is added to the original PSTD, where
the transitions between states S; — ). indicate puncturing
occurrences (the branch labels for these transitions are equal
to 1) while transitions S, — Sj indicate nonpuncturing
occurrence (the branch labels for these transitions are the same
as the original PSTD, i.e., S; — Si). There are no transitions
S} — S;. nor S; — Sy, whereas after a puncturing the encoder
must transmit in the next interval and vice versa. Figure 3
illustrates the augmented PSTD to the STTC in Figure 2. This
new PSTD in Figure 3 results in the matrix B, given in (6)
shown at the top of the next page (the sequence of states in
the rows/columns is Sg, 51, 51,55, S2). The matrix By, of
a component STTC takes into account the puncturing effect.



PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

0 1 Wwox#oywzzo 0
WUJSXIS YyS ZZS 0 le le Yyl Zzl O WwQXIQ Yy2 ZZ2
Bpunc= 1 1 0 1 0 . (6)
0 0 WwsX®y¥szs ( Wwixmyviz=
0 1 0 1 0

WW1XT1yYl zZ1

WWo xXT0yY0z?0 W W5 XT5YyY5 Z%5
So S1 So

WW3XT3yY32z%3 WW2 XT2y Y2 z22

WW4 X4y Y4 z74

Fig. 2. PSTD of a three-state STTC with np = 2.

The derivation of B, from B is summarized in the next
step.

Step 1: Delete the first row and the first column of B

generating the submatrix Bg,p;
Step 2: Replace each nonzero entry a from Bg,; by

(V5)

Replace each zero entry from Bg,;, by

(65)

resulting in the matrix B’'.
Step 3: Replace each nonzero entry a in the first row and in
the first column of B (previously deleted in Step 1)

by (1 a) (row) and
a
1

(column). The zero entries (except the (0,0)-entry)
are replaced by (0 0) (row) and

(o)

(column).

WWs XT5yY5 Z%5

WW2 XT2Y V2 772

WW1 xXT1yY1lz*1

WWa XTayYa z%4

WwWo xXT0yY0z*?0

WW3 X*3YY3 723

Fig. 3. Augmented state diagram of the three- state PSTD shown in Figure 2.

Step 4: Attach to the matrix B’ the row and the column
vectors created in Step 3, and its common element
Byg,0) = 0. The resulting matrix is By

In Fig. 3 there are two edges diverging from state Sy, one
indicating puncturing and the other indicating nonpucturing.
Recall that in the first interval (an odd interval) STTC—1 trans-
mits and STTC—2 does not transmit. The adjacency matrix
B, corresponding to STTC-j are derived from By in
the following way. lemm is similar to its counterpart B except
that the entry corresponding to the transition Sy — 5] on the
first row of B is set to zero. Similarly, BIQJWC is obtained by
setting to zero the label corresponding to Sy — 5.

Let wo and wg be the Hamming distance between informa-
tion sequences in odd and even intervals, respectively. These
distances are enumerated separately in each STTC—j using
two distinct indeterminates Wy and W in B,,,,. and B7,,,,..
respectively. The matrices BJ,,,,. derived from (6) are given
in (7) and (8) shown at the top of the next page.

The matrices B%unc corresponding to STTC—j are the input
to the algorithm presented in [8] that evaluates the distance
spectra {gA},a};iﬁwo} and {Af,aiiﬁw‘g . The algorithm is
applied twice to separately enumerate each component STTC.
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TABLE 1
IV. DISTANCE SPECTRUM OF THE STTUC SCHEME
EEMSs of STTuC [5] (QPSK) AND [6] (8PSK), BOTH WITH np = 2, 8
We assume uniform interleavers for both odd and even STATES.
interleavers [14], i.e., all permutations in each interleaver
. . STTuC STTuC : STTuC STTuC
are equally probable. The uniform interleaver 7w; maps the | *" A ca; | 9 A A
input sequence of length K logy(M)/2 bits into all distinct 2 18 16; 20) s - 254210 2] 22
: ] . K log, (M) 3,4 [20; 20; +4] 665 5—8 [2.5;4; +1 4 51.5] 122
permutation with probability 1/( 2 one ), I € {0, E}. For 5.6 [18: 16; +76] 1650 | 912 [2.5;4; 1.8 £ j0.4] 244
w = wo + wg, the average multiplicity of an EEM A; of the 7.8 [18; 16; £2] 600 18 - 16 | [5.4;4;£3.8 £ j0.4] 244
STTuC is: 9,10 [18; 16; ;2] 1775 17 — 20 [5.4;4; +2.4 + 53] 60
ut 1s: 11,12 [20; 16; £458] 565 21 — 24 [5.4;4; £3 £ j2.4] 60
al % a2 13, 14 [12;18; £52] 855 25 — 28 [5.4;4; 2.4 + j1.8] 122
aSrme — Z Aiwg Aiwg (9) 15, 16 [18; 18; £48] 530 29 — 32 [4;5.4; 3 £ j0.4] 122
A B % logg(M) % 10g2(M) ! 17 — 20 [18;16; £4 % 52] 1650 33 — 36 [6;4.5; 1.8 + j3.8] 30
W=wotWE w w 21 — 24 [24; 165 £2 + ;8] 650 37 — 40 [6;4; £2.4 + j2.4] 122
O E 25 — 28 [18;14; +2 + j2] 750 41 — 44 [6;4,5;4+1,4 + j2] 60
. . . 29 — 32 [18;20; +4 + j6] 990 45 — 48 [8.8;4.5; £4.4 + j2.4] 30
The expurgated union bound for the STTuC scheme is given - — o0 [ 500 1050 5.0, 4.5,2 % 52.4] —
by 37 — 40 [18;16; +4 + 56] 1735
41 — 44 [20; 16; 6 + ;6] 785
~ ngr 45 — 48 [16; 14; +6 + j4] 1000
y t f - o, p 505
P e) ~ Z aSme It Z H. Astec | 10 49 — 52 | [20;20;+£4 + ;8 | 505
fe|H( ) 5 A Q 2 4 f I J (10) 53 — 56 | [20;16;+2+ ;6] | 1580
j=
where the STTuC average multiplicity is:
Let A(H) = {A1,Aq, -+, Ay, -} be a ordered set of EEMs
apy"c = Z WA - (11)  such that P*(H) > P**+1(H). We define the random variable

w

Table I provides the distance spectrum S = {(a{"™, AJ™)}
for STTCs presented in [5] (QPSK) and in [6] (8PSK), both
with 8 states and np = 2. The entries of AY™¢ are listed as a
vector [a1,1, g2, a1,2], and the two matrices [a1,1,a2,2,a1,2],
[a171,a2,2,—a1,2} are written as [al,l,agg,ﬂ:al,g]. The ma-
trices in this table correspond to single error events with
Hamming distance w up to 6 and length smaller than 10.
From now on, in order to simplify the notation, we drop the
superscript STTuC from A;.

V. DETERMINATION OF THE SET OF DOMINANT EEMS

Due a random nature of the received SNR, the set of
dominant EEMs may vary from block to block. We apply the
criterion proposed in [8] to find an average set of dominant
EEMs. Let P{(H) denote the contribution of each matrix A;
to Prm(e). Thus, we obtain from (4):

ng
P(H) = h Q|| 5 D H; AH;
j=1

X, as the position of the matrix A; in A(H). This random
variable is a function of the fading coefficients in H. We now
employ the expected value of X;, denoted by X; = E[X;], to
order the matrices in decreasing dominance.

Table 11 presents the values of X; for each EEM A; for
STTuC [5] and [6] considered in Table I. The values of X;
in this table are rounded so that they contain one decimal
digit. The distinct values of X; form the ordered set 3* =
{Bk};—, with ¢ elements, where ), < SBj+1. For example, we
obtain from the values of X; for STTuC [5] listed in Table II,
B5 = {17.4; 17.6; 18; 18.3; 24; 24.5}. Let S* be the set of all
EEMs A; such that X; € 3*. We conclude from Table II that
8% = {A13,A14, Agr, Aog, Ass — Asg, Ass — Ayo, Ays —
Ag, Asg}, while S? = {Ay6 — Ayg}. The expurgated FER
bound obtained using in (4) all EEMs in S* is denoted by
FER".

We now analyze the appropriate choice of ¢ for which
FER* is a good approximation to the FER obtained from
simulations. In order to evaluate this threshold, we plot in
Figures 4 and 5 FER" versus ¢ for the STTuC [5] and the
STTuC [6], respectively, computed with the set S* obtained
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TABLE 11
AVERAGE DOMINANCE OF EEMS LISTED IN TABLE I FOR
STTuUCs [5]AND [6].

from Table II, and the FER obtained by simulations (dashed
line), for np = 1, SNR = 15 dB, frame length L = 66
symbols for STTuC [5], and ngp = 2, SNR = 10 dB, L = 130

symbols for STTuC [6].

i [5] X, i [6] X,
48 174 | 6,9 —12 13
46, 47 176 | 1-4,7,8 134
35, 36, 45 18 5 14
33, 34 183 | 15— 21,23,24,26 25
13,14, 40 24 13,14, 22, 25, 27, 28 25.5
27,28,38,39,56 | 245 | 29 — 32 265
26, 37, 55 248 | 37 — 40 283
25, 54 25 33 — 36 302
53 252 | 41 — 44 316
44 264 | 45 — 48 374
42,43 26.7 50 47
41 27 49 47.8
20, 52 29.8

19, 51 30.1

17, 18, 50 303

49 30.6

5,6 316

16, 32 323

10, 15, 30, 31 326

9,12 329

2,11,29 33.1

1,7,8 335

24 358

23 36

22 36.3

21 36.6

3,4 448

— © — Simulation
Bound

Fig. 4. FER" X ¢, ¢+ = 1,---,10, for the STTuC [5], QPSK, 8 states, 2
bits/s/Hz, n = 2, ng = 1, SNR=15 dB and Rayleigh channel.

We define the set S of dominant error events as S* , where
/* is the index for which FER' is larger than the point of
crossover between the FER curves with the same SNR shown
in this figure. We found * = 8 for the STTuC [5] and * =
6 for the STTuC [6]. Thus, the set of dominant EEMs of
the STTuC [5] and the STTuC [6] considered in Table II are
8% = {A13,A14,An5 — Aog, Agz — Agr, Ags — Ayg, Ays —

- - -0 -H--0-—B- -0 —H—

—Bound
—0— Simulation

FER"

Fig. 5. FER* versus ¢, ¢ = 1,---,6, for the STTuC [6], 8PSK, 8 states, 3
bits/s/Hz, ng = 2, SNR=10 dB and Rayleigh channel.

Aug, A5y — Asg) and 86 = {A; — Ajy}, respectively.

Figures 6 and 7 show the expurgated FER bound versus
the signal-to-noise ratio per received antenna, nrFEs/Ny, in
quasi-static Rayleigh fading channel, for the STTuC [5] and
the STTuC [6], respectively. The STTuC [5] was simulated
with ngp = 1, L = 66 symbols and STTuC [6] with np = 2,
L = 130 symbols. Both STTuC have 8 states. The set of
dominant EEMs used to compute the expurgated FER are S®
and 86 for the STTuC [5] and the STTuC [6], respectively. The
expurgated FER bounds have good agreement with simulation
results (dashed curves).

10 T

T
— — — Simulation
Bound

10 . . . .
9 10 1 12 13 14 15 16 17

SNR (dB)

Fig. 6. FER X SNR for the STTuC [5], QPSK, 8 states, 2 bits/s/Hz,
ngr = 1 and Rayleigh channel. The set of dominant EEMs is S® =
{A13,A14,A25 — Aog, A3zz — Ayo, Ays — Aus, Ass — Asc}

VI. CONCLUSIONS

A matrix-based technique to evaluate the EEM spectrum of
punctured STTuCs was presented in this work. We defined an
adjacency matrix of an augmented state diagram which allows
the enumeration of each component encoder. This matrix is
the input of a symbolic algorithm that evaluates the EEM
spectrum. Next, a technique to identify the set of dominant
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Abstract—The Viterbi algorithm is the maximum likelihood
algorithm that can be used for the decoding of convolutional
codes. To determine the survivor path in a trellis, it is necessary
to calculate the metrics of each branch. In this paper, we propose
a method that reduces the number of branches in the trellis
and consequently its complexity, based on the reliability of the
samples of the received signal. Each time a sample is classified
as reliable, the complexity of the algorithm is reduced. The
proposed algorithm achieves a performance close to the Viterbi
algorithm, but with less complexity. The performance of the
proposed algorithm is evaluated in terms of bit error probability
and complexity, obtained by simulation, for different signal to
noise ratio and reliability thresholds. The results are obtained
for different convolutional encoders by considering an AWGN
channel.

Index Terms—Complexity reduction, Viterbi algorithm, sam-
ples reliability.

I. INTRODUCTION

Convolutional codes are commonly used in wireless com-
munication systems for error correction of the information
bits. Viterbi algorithm is the maximum likelihood decoder
that takes a decision over a sequence of bits [1]. For this, the
Viterbi algorithm uses a trellis to find the path with the lowest
distance. In order to calculate the survivor path it is necessary
to calculate the metric of each branch and to accumulate the
metrics at each state. The branch metrics that reach a state are
compared to each other and only the branch corresponding
to the lowest metric is preserved. Therefore, the decoding
complexity is proportional to the number of branches in the
trellis.

The greater the number of memory elements of the con-
volutional encoder, the better its performance at the expense
of greater complexity decoding. The number of states and
branches grows exponentially with the number of memories.
Therefore, a compromise between complexity and perfor-
mance should be made when choosing the encoder.

There are some works that have attempted to diminish the
complexity of the Viterbi algorithm. For example, it is stated
in [2] that the complexity can be decreased approximately by
1/3, but only for a specific type of encoder. In [3] a reduction
of complexity can also be achieved, but only for high signal
to noise ratio.

In this paper, we propose a different technique to reduce the
complexity of convolutional decoding, but keeping the perfor-

Celso de Almeida
State University of Campinas - Unicamp
P.O. Box 6101 - 13083-852
Campinas - SP - Brazil
celso@decom.fee.unicamp.br

mance close to that of the Viterbi algorithm. The method con-
sists in reducing the number of branches in the trellis, which
reduces the number of calculations in the same proportion.
The decrease in the number of branches is based on the prior
decision of some bits, which samples are considered reliable.
Thus, the complexity reduction depends on the channel and
on the reliability threshold used. We analyze the performance
and complexity of convolutional codes for an additive white
gaussian noise (AWGN) channel.

The performance in terms of bit error rate (BER) and
complexity is obtained as a function of the ratio Ev/N,,
for different reliability threshold values, using Monte Carlo
simulation method.

Section II presents the method for reducing the complexity
of the Viterbi algorithm. Section III presents the results and
in Section IV the conclusions are presented.

II. METHOD FOR REDUCING THE COMPLEXITY OF THE
VITERBI ALGORITHM

Convolutional decoding can be done using the Viterbi
algorithm, which chooses the path with the lowest metric in
a trellis. For this, in each section of the trellis it is necessary
to calculate n, = 25t metrics, where n,. is the number of
branches in each section of the trellis, & is the number of
information bits and m is the number of memories of the
encoder.

The Viterbi algorithm uses the operation add-compare-select
(ACS), which is used in the calculation of a state metric, by
considering all branchs that reach a state. The metric of each
branch is calculated by:

Uzzn:(yi—l;i)Q, (1)

i=1

where y; is the amplitude of the received sample, b; is the ith
coded bit of the branch on which it is calculated the metric
and n is the number of coded bits.

If some branches are eliminated in the trellis, the calculation
of (1) for these branches is not necessary, which reduces the
algorithm complexity.

In this article we propose a method that eliminates some
complexity by the previous decision of some bits, when the
received sample is considered reliable. A sample is classified



as reliable, when its amplitude lies on a reliable region, which
is defined by a threshold L, as illustrated in Fig. 1 and is given
by [4]:

Yi 2 +L> ou
yi < —L. 2)
Yi
Reliable
+L
Non-Reliable
0
Non-Reliable
-L
Reliable

Figure 1: Reliable and non-reliable regions for the received
samples.

If the sample amplitude is greater than L, then we can
decide the bit b; = +1 and if the sample amplitude is smaller
than —L, then we can decide the bit 13, = —1. On the other
hand, if the sample amplitude is between —L and +L, then
the bit b; is not decided. For each previously decided bit, it is
possible to eliminate some branches in the trellis. For a code
with rate » = 1/2, for each decided bit, half of the branches
is eliminated, reducing by half the number of calculations and
consequently the complexity.

The complexity reduction depends on the Z»/N, and on the
reliability threshold value. When the threshold L — oo, the
proposed method has the same performance and complexity
than the Viterbi algorithm, as none sample is reliable. On the
other hand, when L = 0 all samples are reliable and the com-
plexity is minimal. However, the lower the threshold, the worse
the decoder performance. Therefore, an appropriate value of
the threshold must be chosen for the decoder to achieve a good
performance with the lowest complexity possible.

Fig. 2 shows an example of a trellis section for an encoder
with rate 1/2 and 2 memories, where two coded bits are
associated to each branch. Suppose that for this trellis section
the second sample is greater than L and consequently the
coded bit is decided by Bi = +1. In this case, all branches
where the second coded bit is —1 are eliminated, reducing the
number of branches by half. Consequently, this also reduces by
half the number of calculations. In that figure, the eliminated
branches are represented by dashed lines.

Besides the elimination of branches based on the samples
reliability, the proposed algorithm also eliminates disconnected
branches. That is, if no branch goes into a state, the branches
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Figure 2: Trellis section for an encoder with rate r = 1/2 and
2 memories.

that goes out of this state will also be eliminated, which
reduces further the complexity.

As some branches are eliminated, it is not necessary to
calculate these metrics, because the surviving path does not
pass through these branches. Moreover, it is possible to reduce
the number of comparisons, in order to determine the survivor
branch which reaches each state.

The method proposed in this paper can be applied to any
other type of trellis decoding, as is the case of turbo codes.

III. RESULTS

The presented results are obtained through simulations using
the Monte Carlo method. We consider convolutional codes
with rate /2 and 1/3 with two and three memory elements.
The information bits block length is 100 bits. We consider an
AWGN channel.

The system performance is presented by curves of bit
error rate (BER) as function of Es/N, for different reliability
threshold values. We also present curves of complexity and
time spent in simulation, where the complexity is measured
by the number of branches in the trellis. Both curves of
complexity and simulation time are normalized with respect
to the Viterbi algorithm values.

First we analyze the behavior of a convolutional code of
rate 1/2. Fig. 3 illustrates the performance of the convolutional
code for different reliability threshold values. The encoder has
two memory elements, with matrix generator G = [7, 5],
in octal form. Fig. 4 illustrates the normalized complexity
and simulation time. Observing these two figures, we can
see that the lower the reliability threshold L, the lower is
the complexity, but the worse the performance. When the
threshold L — oo, no sample is reliable, so the performance
and complexity are the same as the Viterbi algorithm. For
a threshold of 1.3 there is about 0.5 dB of performance
degradation, but with a complexity of 45% to 60%, when
compared to the Viterbi algorithm. For a threshold of 1.5,
the performance is almost the same as that obtained by the
Viterbi algorithm, but with complexity ranging between 60%
and 80%. Observing Fig. 4 we can see that the simulation time
decreases in equal proportion to the complexity reduction.

Fig. 5 illustrates the performance and complexity of the
code G = [64, 74], with rate 1/2 and 3 memories. In this case,
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BER

Eb/No

Figure 3: Performance of convolutional encoder G = [7, 5].
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Figure 4: Normalized complexity and simulation time of
convolutional encoder G = [7, 5].

the complexity is measured just by the number of branches
in the trellis and not by the simulation time. For a threshold
equal to 2, the performance is almost the same as that obtained
using the Viterbi algorithm, but with a reduction in complexity
between 5% and 20% depending on the £s/n,. For a threshold
of 1.5 it is possible to obtain a complexity reduction between
30% and 50% with a loss of only 0.3 dB in performance. For a
loss smaller than 1 dB, it is possible to reduce the complexity
between 50% and 70% by using a threshold 1.3.

Comparing these two presented codes of rate 1/2 we can see
that the code with 3 memories presents greater complexity
reduction, but with greater degradation in performance. For
example, for a threshold of 1.5 the code with 3 memories
presents a complexity reduction between 30% and 50%, but
with a loss of 0.3 dB in performance, while the code with 2
memories has a complexity reduction between 20% and 40%,

10° , . .

BER

(a) Performance.

Complexity
o
(6]

0.4 1
0.3 — Lo |]
L=2.0
0.2 L=1.5[1
. L=1.3 4
0.1 L=1.0 [{
L=0
0 i i i i i i T
0 0.5 1 15 2 25 3 35 4 4.5
Eb/NO

(b) Normalized complexity.

Figure 5: Performance and normalized complexity of convo-
lutional encoder G = [64, 74].

but with no performance degradation.

Now we analyze the behavior of two codes of rate r = 1/3,
with two and three memory elements. Fig. 6 illustrates the
performance and normalized complexity for different reliabil-
ity thresholds for the code G = [5, 7, 7]. We notice that a
reliability threshold of 2 is enough to achieve almost the same
performance as the Viterbi algorithm, but with complexity
between 60% and 90%. For a threshold of 1.8 there is a loss of
about 0.5 dB in performance, but with a complexity reduction
between 20% and 55%.

Fig. 7 shows the performance and normalized complexity
for the code G = [54, 64, 74], of rate 1/3 and 3 memories. We
can see that for a threshold of 2.3 the performance presents a
loss of about 0.2 dB compared to Viterbi algorithm, but with a
complexity reduction between 10% and 30%. For a threshold
of 2, the loss is higher, reaching about 0.7 dB, but on the other
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(a) Performance.

o o o
) ~ )

Complexity
o
o1

0.4

0.3

L=1.8
0.21 — L=15{]

L=1.3

0.1 i i i
0

(b) Normalized complexity.

Figure 6: Performance and normalized complexity of convo-
lutional encoder G = [5, 7, 7].

hand the complexity reduction is between 20% and 53%.

Observing Fig. 6 and 7, we can notice that considering
the same reliability threshold, the code with two memories
can reach a performance closer to the Viterbi with a further
complexity reduction, when compared with the code with 3
memories.

IV. CONCLUSIONS

A method for reducing the complexity of convolutional
decoding based on the samples reliability is proposed. The
performance and complexity of this method was compared
with the Viterbi algorithm and we conclude that it is possible
to achieve a performance close to the Viterbi algorithm, but
with less complexity. The complexity was measured by the
number of branches in the trellis, which allows a reduction in
the decoding computational time.

x
w
)
(a) Performance.
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2 0.6
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(b) Normalized complexity.

Figure 7: Performance and normalized complexity of convo-
lutional encoder G = [54, 64, 74].
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Abstract—The purpose of this paper is to show the result of
comparison between two decision algorithms to cooperative
coding, i.e. the cooperative communication system that employ
the users cooperation benefit for the channel coding. The first of
these algorithms is presented in [1]-[4] and another one is
presented in [5]. Both are called in this work like Model 1 and
Model 2, respectively. Due some differences between coding
schemes used by both models and some differences between the
computational simulations accomplished in the both models, the
performance results presented in [1]-[5] are not fair comparable.
In order to perform fair comparable results, for both the
algorithms tested in this work, we have shown the curves of BER
(Bit Error Rate) as a function of the relation Ey/No, obtained by
computer simulations done in the environment Simulink® of
Matlab®. For both algorithms we have used a Reed-Solomon
(RS) coding scheme and BPSK modulation through a flat
Rayleigh fading channel.

Index Terms—Cooperative Comunication, Coded Cooperation,
Wireless Comunication.

I. INTRODUCTION

The foundations of cooperative communication between
users can be found in [6][7][8][9] and basically, the idea of
cooperation is the fact that when a User 1 (Ul) transmits its
signal it can reach a User 2 (U2) next to it, which receives its
signal and relays it to the destination by increasing the signals
robustness of the first one. The coded cooperation is a mode of
the cooperative communication. The main objective of the
cooperative coding is to achieve diversity in transmission in
systems where diversity techniques are not applied because
they are submitted to several restrictions. One of the
techniques of cooperative coding consists in a puncturing in
the codeword of a convolutional code, where some symbols
are removed so that the symbols of another user can be
transmitted in place of those who were punctured, in other
words, to transmit incremental redundancy for another user.

Both Model 1 and Model 2 compared in this study are
similar regarding to direct transmission, i.e., when cooperation
is not applied. The differences are in the form of puncturing of
the convolutional code used in both models and how users
make cooperation. In Model 1 the form of puncturing is based

on a puncturing matrix [10] while in Model 2 puncturing is to
eliminate some of the outputs convolutional encoder.

In this work, is used the code RS in order to obtain results
for a fair comparison between the algorithms tested. The
decision about the form of cooperation, that is the comparison
object, is presented briefly in Section II. It is important to
observe that the RS coding was adopted for convenience in
this work, without any analysis of merit, and it differs from the
cooperation scheme using RS codes of reference [11]. Details
about this matter are presented in Section III. In the Section IV
the simulation results are shown and explained and, finally, the
comments and conclusions are done in the Section V.

II. THE MODEL 1 AND MODEL 2 ALGORITHM DESCRIPTIONS

One of the first forms of cooperative coding was proposed by
Hunter & Nosratinia in [1] in order to obtain some diversity
gain where the application of conventional techniques of
diversity is not viable. The cooperative coding technique
presented in [1] consists in a puncturing of bits of a binary
codeword binary produced by a convolutional encoder,
according to a puncturing matrix [10]. In the cooperative
coding the transmission can be done in the non-cooperative
mode or in the cooperative mode. In both modes the
transmission frame is divided in two segments, where the first
segment is composed by the remained bits of the punctured
codeword sequence (N; bits) and the second segment is
composed by the punctured bits (N, bits). Thus, the
transmission frame is composed by N = N; + N, bits. In the
non-cooperative mode, both segments are composed by bits
generates by the same user, as shown in the Figure 1. Note that
the codeword generated in the encoder output has a coding rate
R = 1/4. Considering that both segment has the same size,
consequently, each segment has a coding rate R = 1/2. Of
course that in the non-cooperative mode both segments are
used to decoding and the all the error correction capacity of de
code are used. In the cooperative mode if the User 1
cooperates with the User 2 (the cooperation mechanism is
discussed below), so the User 1 second segment is used to
accommodate the bits of the punctured code word generated
by U2, as shown in Figure 2.
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User 1 (UI) [ .
Convolutional | Pucturing
Encoder | 5| Array
R=1/4 5
U1 N, bits Ul N, bits
Punctured sequence Punctured bits

Idi N bits transmission frame 4>|

Fig. 1. Transmission frame for non-cooperation mode in Model 1.

Ul N, bits U2 N, bits
Punctured sequence Punctured bits

I{— N bits transmission frame —PI

Fig. 2. Transmission frame for cooperation mode in Model 1 and Model 2.

Both the cooperation mode such as non-cooperation mode
can be best understood according to Figure 3, where it is
shown that the two users transmit their frames to a base station.
Note that in this case the radio base station receives only the
first segment with Ul codeword. This Ul codeword has a
coding rate R = 1/2 and the decoding will be performed with a
half of correction capacity of the codeword with coding rate R
=1/4.

U1 cooperates with U2

Ul
| Ul N; bits U2 N, bits
— 9“
- '
4
U2 N; bits U2 N, bits Base Station

U2 doesn’t cooperate with Ul

Fig. 3. Cooperation mode and non-cooperation mode.

In the Model 1 [1]-[4], the cooperation mechanism is ruled
according to the following algorithm:

a. The U2 transmits their frame and U1 try to decode the
first segment (i.e. the N; bits of U2);

b.If the decoding is successful, Ul re-encodes the
messages bits of U2 and transmits the N, bits of U2 in
their own second segment, i.e. it cooperates;

c¢. Otherwise, Ul transmits their own N, bits in their own
second segment, i.e., it doesn’t cooperate.

This cooperation mechanism is reciprocal; therefore, the
cooperation offered from U2 to Ul is made in the same way.
Note that both users are not aware whether there is cooperation
from other.

The Model 2 cooperation coding scheme [5] is very similar
to that used in the Model 1. Basically, they differ in the
puncturing form. The construction of the frame in the Model 2
is shown in Figure 4.

User 1 (Ul) P/S
Convolutional
—> Encoder - s
R=1/4 -
; \4
Ul N, bits Ul N, bits
Punctured sequence Punctured bits

Id— N bits transmission frame _P|

Fig. 4. Transmission frame for non-cooperation mode in Model 2.

The cooperation mechanism in the Model 2 is stated
according to the following algorithm:

a. The U2 transmits their frame and Ul try to decode the
first segment (i.e. the Ny bits of U2);

b.If the decoding is successful, Ul re-encodes the
messages bits of U2 and transmits the N, bits of U2 in
their own second segment, i.e., it cooperates and
communicating their cooperation to U2 through
signaling added to the transmission frame;

¢. Otherwise, Ul transmits their own N, bits in their own
second segment, i.e., it doesn’t cooperate and
communicating their non-cooperation to U2;

d.On the other hand, U2 cooperates with Ul, if and only
if, it receives a communicating that Ul is cooperating
and the decoding of the first segment of Ul is
successful;

e. Otherwise, U2 transmits their own N, bits in their own
second segment, i.e., it doesn’t cooperate with Ul.

In this paper we are interested in showing the performance
difference between the two algorithms in different simulation
scenarios

III. APPROACH USED FOR COMPARISON OF THE ALGORITHMS

The approach used for comparison was developed so that a
fair comparison between models 1 and 2 could be done. Both
algorithms were tested with the same code, a Reed-Solomon
(RS) (15, 3), modulation BPSK (binary phase-shift keying)
and Rayleigh flat fading channel.

The code RS (15, 3) obtained of a GF(2*), has a correction
capacity of 6 symbols per block. The cooperation scheme was
done by puncturing some parity symbols so that the segment
with N; symbols is composed by the punctured codeword,
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while the segment with N, symbols is composed by the
punctured symbols. In addition to the 15 symbols that make up
the codeword an extra signaling symbol completes the
transmission frame. Although the Model 1 doesn’t require a
signaling symbol in their decision process for cooperation, it
facilitates the decoding task in the base station. Thus, the
transmission frame size is equal to 16 symbols for all the
models tested. See the transmission frame structure shown in
Figure 5. Note that the segment with the N; symbols is a
decodable codeword, but with a lower capacity for error
correction.

Nl NZ
(weak codword)  (punctured symbols + signaling symbol)

Sl S2 53 S4 S10 Sll S12 Sl} S14 SIS Slﬁ

N N — _
Y —~
Parity symbols

Message symbols Signaling symbol

Fig. 5. Puncturing the RS (15, 3) codeword for the cooperation scheme.

Three cooperation levels (or rates) were tested. The
cooperation coding schemes used to test the algorithms is
shown in Table 1. Different cooperation rates imply different
error correction capabilities of the punctured code word that
makes up the segment with the N; symbols.

TABLE I
COOPERATION SCHEMES FOR MODEL 1.

COOPERATION CORRECTION

Ni | N | RATER=NyN N, CODE | CAPACITY OF
N=16 N; CODE (t)

10 | 5 03125 (10, 3) 1

11| 4 0,25 (11, 3) 2

12 | 3 0,1875 (12, 3) 3

IV. COMPARASION OF RESULTS

As mentioned, the computer simulations to compare the
algorithms were performed on the platform of Matlab®
Simulink®. The simulation results show curves of the bit error
rate (BER) as a function of the relationship between the bit and
power spectral density of noise (E,/Ny). For each set of
performance results the simulation scenarios were
characterized by following parameters: the signal to noise ratio
for Ul and U2 users up-links, the encoding scheme presented
in Tables 1, and by the signal to noise ratio for de interuser
channel.

As an additional contribution, the authors have been testing
a third cooperation algorithm during the simulations works.
Basically, this algorithm, called Model 3, consists of a
cooperation requested from the base station. This algorithm
can be summarized as follows:

a.U2 transmits, regardless of whether U2 to be
cooperating with Ul, or not cooperating with Ul, the

base station try to decode the U2 codeword;

b.If the base station performs the decoding successfully,
Ul will not cooperate; otherwise, the base station
request Ul to cooperate with U2 and Ul transmits the
second segment of U2;

c. The same procedure is valid when Ul transmits.

For all the simulation scenarios the channels between users
was made symmetrical, i.e., the interusers channel state is the
same of the Ul to the U2 and of the U2 to the Ul, for a given
round of transmission.

The set of parameters that characterize the first simulation
scenario are the following:

= Up-link: Ey/Ny (U2) =0 to 20 dB; Ey/N, (U1) = 20 dB;

= Interusers channel: E,/Ny, = 10 dB; E,/Ny = 20 dB and
perfect interuses channel;

= Cooperation rate: R = 0,3125 (see Table 1).

The simulation results for U2, using the Models 1, 2 and 3
are shown in Figure 6.

BER

No cooperation
—=2— 31,25% cooperation and 10dB interuser channel - Model [
—&— 31,25% cooperation and 20dB interuser channel - Model [
10| -2~ 31,25% cooperation and 10dB interuser channel - Model [:
[
[

---&-- 31,25% cooperation and 20dB interuser channel - Model
—— 31,25% cooperation and 10dB interuser channel - Model
—8— 31,25% cooperation and 20dB interuser channel - Model |

*  31,25% cooperation and perfect interuser channel - Model [1] [2] [3]
107 1 1 I I I 1
0 2 4 3 8

10 12 14 16 18 20
E,/N, (dB)

Fig. 6. U2 performance for de Models 1, 2 e 3 with cooperation rate
R =0,3125; Ex/No (U1) = 20dB, and interusers channel conditions
defined in the text and figure legend.

As can be seen in the Figure 6, for all models and a bad
channel between users, the cooperation doesn’t make sense,
but with Model 2 and Model 3 for the channel between users
with Ey/Ny = 20 dB there is a slight gain in respect to the
communication without cooperation, but the Model 3 still has
a performance gain of 0.5 dB on the Model 2 and its
performance curve is equal to the system with perfect channel
between users. All models have similar performance when the
channel between users is perfect, because in spite of the
differences between the three models, all users will cooperate,
regardless of the mechanism that establishes the cooperation.

The set of parameters that characterize the second simulation
scenario are the following:
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" Up-hnk Eb/N() (UZ) =0to 20 dB, Eb/NO (Ul) = Eb/NO
(U2) + 5 dB;
= Interusers channel: E,/Ny, = 10 dB; E/Ny, = 20 dB and
perfect interuses channel;
= Cooperation rate: R = 0,3125 (see Table 1).
The simulation results for U2, using the Models 1, 2 and 3
are shown in Figure 7.

BER

- No cooperation
-1 —&— 31,25% cooperation and10dB interuser channel - Model [1]
-1 —8— 31,25% cooperation and 20dB interuser channel - Model [1]

---&=-- 31, 25% cooperafion and 10dB interuser channel - Model [2]
=] ---+-- 31,25% cooperation and 20dB interuser channel - Model [2]
"] —&— 31,25% cooperation and 10dB interuser channel - Model [3]
-1 —v— 31,25% cooperation and 20dB interuser channel - Model [3]
"] —+— 31,25% cooperation and perfect interuser channel - Model [1] [2] [3]

107 1 1 1 1 1 1
o 2 4 6 s 10 12 14 1 1 20

E/N, (dB)

Fig. 7. U2 performance for de Models 1, 2 e 3 with cooperation rate
R =0,3125; Ex/No (U1) = Ex/Np (U2) + 5 dB, and interusers channel
conditions defined in the text and figure legend.

The curves shown in Figure 7, which correspond to values
of Ey/Ny (U1) with 5 dB higher than each value of Ey/N, (U2),
shows that there are no significant differences compared to the
results shown in Figure 6, for all the models. These differences
are lower than 1 dB. As in the previous scenario, the Model 3
performs slightly better than Model 2, but with a smaller
performance difference between them.

The set of parameters that characterize the third simulation
scenario are the following:

= Up-link: Ey/Ng (U2) =0 to 20 dB; E/N, (U1) =20 dB;

= Interusers channel: Ey/Ny, = 10 dB; E,/N, = 20 dB and
perfect interuses channel;

= Cooperation rate: R = 0,25 (see Table 1).

The simulation results for U2, using the Models 1, 2 and 3
are shown in Figure 8. The results for this scenario show that
the performance of the Model 1 are improved compared to
previous scenarios, with a gain over the system without
cooperation when the interusers channel has a E,/Ny,= 20 dB,
but its performance is inferior to those of Models 2 and 3.
Note that the Model 3 presented improvement for the worst
interusers channel. For a E/Ny = 20 dB the Model 3 has a
performance equal to that for a perfect interusers channel and
it is better than to Model 2 in just 0.1dB.

BER

- No Cooperation

-{ —&— 25% cooperation and 10dB interuser channel - Model [

-1 —&— 25% cooperation and 20dB interuser channel - Model [

---&-- 25% cooperation and 10dB interuser channel - Model [
[
[

=1 --<t-- 25% cooperation and 20dB interuser channel - Model
"] —+— 25% cooperation and 10dB interuser channel - Model
-1 —8— 25% cooperation and 20dB interuser channel - Model [.
% 25% cooperation and perfect interuser channel - Model [1] [2] [3]
107 L L L L L L

0 2 4 6 10
E,/N, (dB)

Fig. 8. U2 performance for de Models 1, 2 e 3 with cooperation rate
R =0,25; Ex/No (U1) = 20dB, and interusers channel conditions
defined in the text and figure legend.

The set of parameters that characterize the fourth simulation
scenario are the following:
= Up-link: Ey/N, (U2) =0 to 20 dB; E,/N, (U1) =20 dB;
= Interusers channel: E,/Ny = 10 dB; E,/Ny = 20 dB and
perfect interuses channel;
= Cooperation rate: R =0,1875 (see Table 1).
The simulation results for U2, using the Models 1, 2 and 3 are
shown in Figure 9.

BER

- No Cooperation
-| —&— 18,75% cooperation and 10dB interuser channel - Model [1]
-| —&— 18,75% cooperation and 20dB interuser channel - Model [1]
10°}| - 18,75% cooperation and 10dB interuser channel - Model [2]
-| ---4-- 18,75% cooperation and 20dB interuser channel - Model [2]
“| —8—18,75% cooperation and 10dB interuser channel - Model [3]
"| —<— 18,75% cooperation and 20dB interuser channel - Model [3]
| = 18,75% cooperation and perfect interuser channel - Model [3]
T T T T T

0 2 4 6 10
E,/N, (d8)

Fig. 9. U2 performance for de Models 1, 2 e 3 with cooperation rate
R =0,1875; Exw/No (U1) = 20dB, and interusers channel conditions
defined in the text and figure legend.

In this scenario, despite the performance of the Model 3, for
interusers channel with a E,/Ny = 10 dB, have had a gain
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related to the previous scenarios, for interusers channel with a
Ey/Np = 20 dB, it had a worst performance when compared to
the performance shown in Figure 8. Model 2 also has showed a
gain for the other scenarios, for interusers channel with a Ey/N,
= 10 dB, related to the systems without cooperation, and for
interusers channel with a Ey/Ny = 20 dB, the gain was lower
0.35 dB compared with the performance shown in Figure 8.
Model 3 also has showed a gain for the other scenarios, for
interusers channel with a E/Ny = 10 dB, but like the Model 2,
it has their performance decreased 0.36 dB related to results
shown in the Figure 8. To interusers channel with E,/N, = 20
dB the three models shown the same performance of the
interusers perfect channel.

V. CONCLUSION AND FINAL COMMENTS

This paper proposes a fair comparison between two decision
algorithms to cooperative coding systems. Besides the two
algorithms, the authors suggest a third model where
cooperation is requested by the base station, based upon the
state channel up-links. For all scenarios and cooperation rates,
between the first two algorithms, the Model 2 showed the best
results and between the models 2 and 3, Model 3 showed the
best results. However, the algorithm of the model depends on
the state channels of the up-links, which can be a complicating
factor when the channel coherence time is shorter than the
duration of at least one transmission frame. For slow fading
channels, as was the case simulated in this study, the Model 3
performed relatively better than models 1 and 2.
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Abstract— The use of mobile communication systems is grow-
ing exponentially mainly because the digital convergence that
affects the everyday life. The technologies used in mobile phones
are transforming these devices, allowing them to perform almost
all tasks usually performed by personal computers. It means
that the amount of data being transmitted and received by
mobile devices is rapidly increasing. Because of this, high efficient
communication techniques must be employed to guarantee an
acceptable Quality of Service (QoS). The error control coding
techniques is an important tool to increase the QoS in a mobile
communication system. However, the power limitations of the
mobile devices, the large coverage areas usually desired in a
cellular system and obstacles present in the environment can
make the most advanced error control coding ineffective. One
interesting solution is to allow the collaboration between users.
In this sense, one user that has a better communication channel
with the Radio Base Station (RBS) can allocate some part of
its resource to transmit data from another user, that has a
poor communication channel with the RBS. In this paper we
explorer the effect of the collaboration rate in the overall system
performance. The base error code employed here is the Reed
Solomon coding. This error control code has been chosen because
it is possible to identify if the number of errors introduced by
the communication channel is larger than the error correction
capability without using a secondary coding.

Index Terms— Cooperative Coding, Cooperation Rate, Time-
variant Channel.

I. INTRODUCTION

Mobile broadband communication is a reality today. Fast
digital data link are allowing a large number of new services
and the demand for fast data transfer from mobile phones to
the network is increasing all over the world. Cell phone with
high definition digital cameras that are connected to different
social networks and allow the user to update his/her personal
information without the needing of a computer are common
nowadays. Thus, a reliable communication link is a necessity,
mainly when the communication channel ins time-variant due
the mobility of the user.

The purpose of this paper is to investigate the use of
Reed-Solomon code (RS) in communications systems with
cooperative coding. This work has been motivated by the fact
that these codes allow easy identification of an unsuccessful
decoding, without the use of a second code for detecting
errors in decoded message. Cooperative coding is one form
to implement cooperative communication systems [2] and
its main objective, regardless of its modality, is to obtain

diversity gain in systems where the use of conventional
diversity techniques is prohibitive due to restrictions such
as portability, power consumption and complexity of system
hardware. The first proposed cooperative coding consisting in
puncturing some bits of an error correction code so that part of
redundancy bits are removed to allow other bits of another user
to be transmitted in place of those that have been punctured,
characterizing, therefore this process as cooperation [2] - [6].

The objective of this technique is to increase the robustness
in mobile communication system before the various types of
degradation in the signal falls. This is possible because part of
the codeword is transmitted by more than one user. In fact, the
mobile device from one user reduces its own error correction
capability in order to increase the performance of another user
by transmitting part of the codeword of the other user instead
of transmitting its own parity bits. It is clear that this approach
results in a diversity gain that can be observed only if at least
one user has a good link (large Signal to Noise Ratio - SNR)
with the RBS and the link between users is also appropriate.
High diversity gain is not expected if both users have a poor
communication channel with the RBS.

The aim of this paper is to explorer the influence of the co-
operation ratio, that states how many parity information from
the cooperative user shall be punctured to transmit the data
from the other user. Also, the performance of the cooperative
system will be explored considering two different scenarios: 1)
at least one user has a good communication channel with the
RBS and ii) both users presents a poor communication channel
with the RBS. The performance analysis has been evaluated
using computational simulation, where the results obtained in
all different scenarios are compared.

In order to achieve this objective, this paper is organized as
follow: Section 2 presents the cooperative scheme used in this
paper, Section 3 presents .... and Section 4 presents ... Finally,
Section 5 brings the final conclusions of this paper.

II. PROPOSED COOPERATIVE CODING SCHEME

Usually, the cooperative coding systems employs convolu-
tional codes, because it is simple to puncture the data [7]. In
order to understand how the scheme proposed in [7] works,
let consider that User 2 is cooperating with User 1. In this
scenario, if User 2 decodes the punctured sequence from User
1, then it is possible to recover the punctured information. In
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Fig. 1. Segmentation of the users frames Ul and U2 in a cooperative coding system.

this case, User 2 can transmit the information that is lacking
in the sequence transmitted by User 1, helping the RBS to
correct recover the data from User 1. Notice that User 2 needs
to correctly decode the data sequence from User 1 to be able to
cooperate in the communication. Thus, another coding scheme,
such as parity check coding, is employed to guarantee that
User 2 has correctly decoded the sequence from User 1 [2].

In this paper, however, a different approach has been done.
Instead using two layers codes (convolutional + parity check
coding), we have used a Reed Solomon (RS(n, k)) code [8]
with error correction capability given by

where n is the codeword length and k is the message length.

The main advantage of the RS(n, k) is that when number
of errors introduced by the channel is larger than ¢, then the
RS decoder does not correct the received vector and sinalizes
that the received sequence is wrong and couldn’t be corrected.
This means that the parity check code is not necessary to allow
User 2 to know if the received sequence from User 1 can or
cannot be correct recovered.

The RBS must be able to recognize that one user is
cooperating with another user in order to correctly use all
information received to provide the diversity gain. This can be
accomplished by defining a frame where is clearly specified
what part of the codeword can be punctured to introduced
the parity check information from the other user. Also, an
extra information is required to inform the RBS if one user
is cooperating with another user or not. This information is
provided at every frame. The following subsection presents
more details about the cooperative frame proposed in this

paper.
A. Definition of the cooperative frame

The frame to be transmitted consists of n symbols generated
by the RS encoder, where k£ symbols are information message
and (n — k) symbols are parity symbols. The number of bits
per symbol is given by [8]

m = logy(n + 1). (2)

Some of the (n — k) parity symbols can be punctured
to allow the cooperation from one user to another. Another
symbol is inserted in order to inform the RBS that the user is
cooperating or not with another user at each specific frame.
This extra symbol is called Signal symbol and it will be

detailed in next section. Figure 1 shows the diagram of the
cooperative frame.

As already stated, the RBS must be able to receive frames
with or without cooperation. The signal symbol is used to indi-
cate that the received frame has parity symbols of information
from more than one user. The signal symbol has also m bits
and can be seen as an extra parity symbol. In this paper we are
considering the use of a RS (15,5) mother code, which means
that m = 4. Notice that other Reed Solomon codes can be used
in this scheme. In this paper, the signal symbol will receive
“1111” when the frame of the user contains parity symbols
from other user (cooperative operation) and it will receive
“0000” when the frame contains only information from the
original user (non cooperative operation). Notice that, in this
case, the RBS will correctly receive the cooperative operation
mode even if one bit error occurs in the signal symbol.
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U Us | 0000

Fig. 2.

= Y — [Frama s, |-
|

Uy (773 BRI

Configuration of the signaling symbol of the Ul frame.

Therefore, when the receiver receives a frame with this
signalization it is able to distinguish between a frame with
cooperation of another without cooperation. The Cooperation
Ratio is a parameter that is defined by the ratio between the
numbers of symbols that can be punctured to include the
information of the other user and the total length of the frame.
The signal symbol is not considered in this parameter. Figure
3 shows the details of the cooperation frame when User 1 is
cooperating with User 2.

l Uy ‘ Uz \Signal‘

_
N

Fig. 3. Distribution of the symbols on the frame.

Thus, the cooperation ratio can be defined as

CR= %, 3)
n
where Us is the number of symbols used to cooperate with
other users and U; is the number of symbols used to by the
user to transmit its own information.
It is important to note that the cooperation rate is a parame-

ter that directly affects the performance of cooperative coding
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systems. Of course, the cooperation ratio and the correction
capacity of the code are dependent. This dependence can be
seen in Table I.

TABLE I
PUNCHING OF THE RS (15, 5) AND CORRECTION CAPABILITY RESULTS.

symbols received from User 1 are error free. Thus, the partial
diversity is obtained, increasing the performance of User 2.
The performance of the cooperative using the codes pre-
sented in Table I has been analyzed using computational
simulation. Figure 5 the shows the Bit Error Rate (BER) versus
SNR of User 2 for different cooperation ratios. Binary Phase

H Shift Keying (BPSK) has been used in this simulation.
Mother Code Punctured Code Error correction Cooperation rate ying ( )
capability
without punctured 5 symbols 0 10"
RS(12,5) 2 symbols 0.2 —e— BPSK Simulated without cooperation. .
RS(IS»S) RS(]] 5) 1 symbol 0.27 —8— BPSK Si with and with Reed RS (11,5). []
2 ' —o— BPSK Si ith d with Reed RS (10,5). |4
RS(10,5) 0 symbols 0.333 :\ —o— BPSK Si a:m p ::d::lh H:d RS (12,5). |
BRI NS
As we can notice from Table I, as the cooperation ratio
increases, the error correction capability decreases. Thus, it is e AN
important to define the trade-off between cooperation ratio and %
error correction capability. In fact, error correction capability
of the code with cooperation rate RC' is given by
n(l—2CR) —k 10* N
t= f (4) &
U1 always cooperating with U2.
SNR b U d ERB and
I1I. PERFORMANCE OF THE COOPERATIVE SCHEME users ot the 20dB. W\
. . . . . ° 1 I I
The simulation scenario considered in the performance ° 8 10 2 R 1 18 20
analysis in this paper consider that one user is close to the
RBS, with a high SNR link, and another user is far away from Fig. 5. Performance the cooperative coding system using a Reed Solomon

the RBS, with a low SNR link. The SNR link between users
has high SNR. This means that the user closer to the RBS
will always collaborate with the user that is distante from the
RBS. It will be considered that both users are moving and all
links are time-variant with Rayleigh distribution [9]. Figure 4

illustrates this scenario.
G
@ —N‘

Channel between user and
REBES with Rayleigh
distribuition

RBS

Fig. 4. Scenario used to analyze the performance of the cooperative coding
system.

Let’s consider that User 1 is cooperating with User 2. When
a frame frame from User 1 is received, the RBS checks the
signal symbol to verify the cooperation mode (cooperation
or non cooperation). If the cooperation mode is detected, the
RBS removes the parity symbol from User 2 and introduces
null symbols. The User 2 parity symbols obtained from User 1
frame are used to decode the User 2 frame. First, RBS decodes
the User 2 information based only on the frame received from
User 2. If the decoding process fails, The RBS uses the parity
symbols that have been received from User 1 frame. Since the
SNR between User 2 and User is high and the SNR between
the User 1 and the RBS is high, it is expected that the parity

code RS (15,5) mobile channel. SNR between User 1 and User 2 equals 20dB.
SNR between User 1 and RBS equals 20 dB.

Its clearly can be seen from Figure 5 that the performance
of User 2 increases as the cooperative ratio increases. The
price paid for the User 2 performance gain is the deterioration
of the User 1 performance, since the increment of the coop-
erative ratio results in a reduction of the User 1 error control
capability.

The performance of the cooperative coding also depends
on the links of the users. The performance gain observed in
Figure 5 has been observed because either the links between
users and between User 1 and the RBS present a high SNR.

1 —o— BPSK Simulated without cooperation and with Reed Solomon (15,5)
| —8— BPSK Si with and with Reed Solomon RS (10,5).
-1
10 NN S
&
=N
A}
-2
° 10 n\
1
[
s
I §§\
= 3
@ 10
AN
]
\
10
R
Y
\ g
10° AVAN
0 5 10 15 20 25 30

SNR [dB]

Fig. 6. Performance the cooperative coding system using a Reed Solomon
code RS (15,5) mobile channel. SNR between User 1 and User 2 equals 10
dB. SNR between User 1 and the RBS equals 10dB.
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Figure 6 presents the simulation results obtained when the
User 1, User 2 and RBS are equidistant, which means that
the SNR is the same in all links. In this simulation, a SNR
equals 10 dB has been used in the link between users and
between User 1 and the RBS. From Figure 6 it is possible to
conclude that the cooperative coding doesn’t present diversity
gain when the links between users and the links between the
user that is cooperating with the RBS are poor. This means
that an efficient cooperative scheme must consider the channel
estimation in order to decide if one specific user will or wont
collaborate with other users.

IV. CONCLUSION

Mobile communications are being used as broadband access
and the demand for high data rates is increasing. Cooperative
error control coding can be used to provide the necessary
performance in this scenario. In this paper, we have proposed
an cooperative coding scheme that allow the RBS to know
whenever there is a cooperation between two users or not.
The simulation results shows that when one user has a high
SNR with other user and the RBS, then this user can cooperate
with the communication of the other user. The diversity gain
obtained in this communication depends on the cooperative
ratio. The large is the cooperative ratio, the larger will be
the diversity gain for the second user. The price paid for this
diversity gain is the error control capability of the user that is
cooperating. The simulations results also have shown that the
cooperative coding doesn’t present a diversity gain when the
link between users is poor or the link between the cooperative
user and the RBS is poor. In this case, the BER between users
will reduce the probability of cooperation and the low SNR
and the cooperative user and the RBS will reduce the diversity
gain. The knowledge of the channel state information between
users and RBS is of great importance for the performance of
a cooperative coding system.
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Viterbi Training for HMM Modelling of Burst
Errors

Nilson Maciel de Paiva Junior
Military Institute of Engineering
Rio de Janeiro - RJ - Brazil
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Abstract— A large number of recent researches has focused
on the development of mathematical models that adequately
reproduce the probabilistic properties of burst error samples.
The use of Hidden Markov Models (HMM) have been frequently
claimed in this context and the Baum-Welch algorithm (BW)
has been frequently employed for model fitting. In this paper,
we introduce Viterbi Training (VT) as an alternative method to
estimate the parameter of HMM models applied to burst errors.
Several numerical results here presented show that VT may lead
to very good HMM models, both in the maximum likelihood sense
and in the fitting of several statistical parameters of burst error
sequences. Besides, VT is shown to produce significant savings
in time and computational effort.

Keywords: HMM, Burst Error, Baum-Welch Algorithm,
Viterbi Training.

I. INTRODUCTION

The effects of burst errors on the performance of commu-
nications networks has been a research topic of great interest
in recent decades, since many communication protocols orig-
inally designed to deal with statistically independent errors
can undergo serious performance degradations in this new
scenario [1].

The origin of these errors can be in the propagation envi-
ronment (fading), in the type of noise (impulsive noise), in
interferences, or even in processing techniques with intrinsic
memory mechanisms, such as decoding of convolutional codes
and decision feedback equalization.

Several recent researches have focused on the development
of mathematical models that adequately reproduce the prob-
abilistic properties of error samples obtained by simulation
of physical communication links or in real operation condi-
tions [2]. Such models are of great interest, for instance, in
the simulation and performance evaluation of communication
protocols of higher levels.

The class of Hidden Markov Models (HMM) has been
frequently used as a framework in this context, and the Baum-
Welch algorithm (BW) [3] is the main tool employed for
model fitting, on the grounds of maximum likelihood (ML)
estimation.

This algorithm, however, is not able to assure convergence
to the global ML solution. Besides, the BW algorithm tends
to be computationally unfeasible to deal with model-order
increases that could be necessary in some applications, such
as in the modelling of moderately time-varying channels [4].

Elaine Crespo Marques
Military Institute of Engineering
Rio de Janeiro - RJ - Brazil
elainecmarques @ime.eb.br

Ernesto Leite Pinto
Military Institute of Engineering
Rio de Janeiro - RJ - Brazil
ernesto@ime.eb.br

Therefore, the use of simple algorithms would be of great
interest in these cases.

The so called Viterbi Training (VT) [5] has been considered
as an alternative to the BW algorithm in some applications, but
has not been employed for burst error modelling, to the best
of our knowledge. As it is well known, the Viterbi algorithm
(VA) is an efficient procedure to find the MAP (“maximum a
posteriori”’) sequence of state transitions. The basic idea of VT
is to obtain the MAP sequence of state transitions associated
to the current estimates of the HMM parameters and use this
sequence of states in order to update the HMM parameter
estimates.

Despite not having assured convergence even to a local
likelihood maximum, successful applications of this procedure
have been reported in several areas such as speech recognition,
natural language models, image analysis, bioinformatics and
gene discovery via unsupervised learning [6].

In this paper, we bring Viterbi Training to the context of
burst error modelling. A performance comparison with the
Baum-Welch approach has been performed and shows that VT
may lead to very good models, in the maximum likelihood
sense and in the fitting of burst error statistical parameters,
with significant saves in time and computational effort.

Estimates of several statistical parameters of the error se-
quences produced by the HMM models are compared with
their counterparts obtained from the original sequence of burst
errors in order to evaluate their fitness.

The paper is organized as follows. Section II introduces
some concepts and definitions of statistical parameters usually
adopted to characterize burst errors. Section III gives an
overview of HMM models and their parameters. The problem
of interest in this work is stated in section IV, while sections V
and VI respectively present the Baum-Welch algorithm and the
Viterbi Training procedure. Simulation results of performance
comparison are given in section VII. Concluding remarks and
future work directions are discussed in section VIIL

II. BURST ERRORS

In this section we introduce some definitions. An error clus-
ter (EC) is a sequence where the errors occur consecutively,
and has a length equal to the number of ones [7]. A gap (G)
is defined as a string of consecutive zeros between two ones,
having a length equal to the number of zeros [8]. An error-free
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Fig. 1. Error Sequence (n = 3).

burst (EFB) is defined as a sequence of zero with a length of
at least 7 bits, where 7) is a positive integer [9]. An error burst
(EB) is a sequence of zeros and ones starting and ending with
a “1”, and separated from neighboring error bursts by error-
free bursts [9], [10]. Figure 1 illustrates these definitions.
The most used burst error statistics are presented below:

o G(my): the gap distribution, which is defined as the
cumulative distribution function of gap lengths m, [8].

o C(m¢): the error cluster distribution, which is defined
as the cumulative distribution function of error cluster
lengths m. [8].

e P(0™0|1): is the probability that an error is followed by
at least myq error-free bits [7].

o P(1™1]0): is the probability that a correct bit is followed
by m; or more consecutive bits in error [7].

o p(Ak): is the autocorrelation function, which is the
conditional probability that the Ak bit following an error
bit is also in error.

III. HIDDEN MARKOV MODELS (HMM)

The Hidden Markov Models of interest in this work are
composed of a discrete-time and finite-state Markov chains
whose states are associated with time-invariant probabilities
of binary observations.

We denote the number of states by N, which is called
order of the model. The state at time-index ¢ is denoted by
¢¢ and the unobserved Markov chain is supposed to be time-
homogeneous. The parameters of such an HMM model can be
expressed as a set of three elements: A = {A, B, IT}, where:

o A ={a;;} is the state transition probability matrix, each
element a;; represents the probability that the HMM
model will change from state ¢ to state j (a;;
P41 = jlae =1), 1<i, j<N).

e B = {b;(k)} is the observation probability matrix, each
element b; (k) represent the probability that the observa-
tion oy has been generated by state i (b;(k) = P(O =
oklqr = 1))

o II = {m;} is the initial state distribution vector, and ;
expresses the probability that the HMM chain started at
state ¢ (m; = P(q1 =1)).

IV. PROBLEM STATEMENT

Figure 2 presents an overview of the main problem ad-
dressed in this work. Our starting point is a communication
channels with an “error source” that has produced a previously
recorded “target error sequence”. This sequence is composed

by bits “0”, that indicate correct decisions and bits “1” that
indicate the occurrence of errors.

Change Model Structure
and/or Order

A

Statistics G'?.Od

. it

Compuations P

and Comparison :

Y 4
Ca':(:/ilgﬂate Estimation Y
Algorithm Test Error

Model Sequence v

End

S —
Data
Parameters Generation

Fig. 2. Search for an HMM model to fit data.

In order to model the generation of the target sequence we
assume that a HMM model structure is initially chosen. It is
fitted to the target sequence using an estimation algorithm.
After that, the fitted model is used to generate an error
sequence from which estimates of several statistics parameters
are estimated and compared with similar estimates obtained
from the target error sequence. If a satisfactory fit between
these statistics is obtained, the candidate model is accepted.
If not, the model structure and/or order of the HMM model
is changed and the new candidate model is evaluated in a
similar fashion. This cycle is supposed to be repeated until an
adequate fit to the target error sequence is achieved.

It should be noticed that several attempts may be necessary
in order to find a satisfactory model. We remark that the
estimation algorithm employed to fit the HMM parameters
plays a crucial role in this search for a good model, having
significant impact on its complexity.

In this work, we evaluate BW and VT algorithms for
this purpose. These algorithms are briefly presented in the
following.

V. BAUM-WELCH ALGORITHM (BW)

The Baum-Welch algorithm (BW) [11] is an interactive
procedure for the estimation of parameters A = (A, B,II)
is based on. It may be shown to converge to an estimate of
A = (4, B,1I) that locally maximizes the likelihood function
P(O])), where O is a fixed sequence of observations.

The core of this procedure is an iterative re-estimation
algorithm that uses a current estimate of A\ to produce a new
estimate with higher likelihood. In particular, the reestimation
of matrices A and B may be given as it follows:

R expected number of transitions from ¢ to j
A5 = - - (1)
expected number of transitions from

i (k) = expected number of times k is emitted from state ¢
(k) =

(@)

expected number of visits to state ¢

Other calculations required to implement the Baum-Welch
algorithm are summarized in the following.
Step 0: Start with an initial estimate A = {A, B, II}.
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Step 1: Compute the “forward variables” and the “back-
ward variables” given by (3) and (4), respectively, for ¢ =

1,2,...,Tandi=1,2,..., N.
Oét(’i) P[Ol,OQ,...,Ot,Stzﬂ/\] (3)
Bt(l) = P[Ot+17 Ot+27 ) OT|St = ’L'7 )\] (4)

o Calculation of the forward variables:
— Initialization

al(i):ﬂ-’ibi(ol)7 i:1527"'7N (%)
— Induction
Oét+1 [Z Oét 0l2]‘| Ot+1)
1<t<T-1, 1<j<N (6)
— Termination
PO\ = ZaT )Br (i) (7)
Note that:
N N B
ZQT(i) = ZP[Olw -, Or,s7 = i[A] = P[O|}]
i=1 i=1

®)

o Calculation of the backward variables:

— Initialization
Br(i)y=1, i=1,2,...,N )
— Induction
Zﬁt+1 Ot+1)ama
IStST—l, 1<j7<N (10)
Step 2: Compute ;(7) as follows:
(i) = Plsy = i[O, \] = %, i=1,2,...,N. (11)
The quantity & (7, j) is defined as:
- - (A a(1)a;ijbj(Or11)Br41(5)
) = P L - ) = 07 >\ - Y
&(d, ) [st =i, 5041 = j|O, A] PO
(12)

Therefore (1) and (2) can be calculated as (13) and (14),
respectively.
P Zt 1 gt(l J)
Qij
i ()

- Zt:1|0t:ek Y:(J)

bj(ex) T :

Zt:l Y (5)

The expected number of times in state .S; at time ¢ = 1 can
also be computed by (15).

7 = a1 (4)B1(4)

13)

(14)

5)

PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

Step 3: Go back to Step 1 with the new estimate of A and
repeat until the stopping condition is met.

Several stopping criteria have been applied, e.g., stabiliza-
tion of the elements of A, maximum number of iterations and
convergence of P[O|)].

The Baum-Welch algorithm is computationally expensive
and its time for execution depends of several factors, such as
the order of the model and the lentgh of the target sequence
error.

VI. VITERBI TRAINING (VT)

Viterbi Training provides a fast estimator of the matrices A
and B associated to Hidden Markov Models '. It effectively
replaces the computationally costly expectation (E) step of EM
by an appropriate maximization step that is computationally
less intensive [6]. The VT is usually much faster than EM.

The VT can be inferior to EM in terms of accuracy
becauss the VT estimators is not a (local) maximum likelihood
estimators (VT does not necessarily increase the likelihood).

The calculations required to implement the VT are described
in the following steps.

Step 0: Start with an initial guess of parameters.

Step 1: Use the Viterbi algorithm to find the sequence of
hidden states that fits the observed data in the maximum a
posteriori (MAP) sense .

Step 2: Use the sequence of states obtained in Step 1 and the
sequence of observations to reestimate matrices A and B, by
relative frequency calculations associate to the corresponding
probabilities.

Step 3: Go back to Step 1 with the new estimates of A and
B obtained in Step 2 and repeat until the stopping criterion is
satisfied.

A. Viterbi Algorithm (VA)

The Viterbi Algorithm (VA) was proposed by Andrew
J. Viterbi in 1967 as a procedure to decode convolutional
codes [12]. It provides an efficient way of finding the MAP
state sequence a finite-state discrete-time Markov process.

The search for the MAP state sequence may be regarded as
a search for a mimimum-distance path in a trellis, as illustrated
in Figure 3. Each node in the trellis corresponds to a distinct
state at a given time, and an arrow represents a possible
transition between two states.

The VA efficiently performs this search by retaining at each
iteration only a path associated to each state (the best path
of transitions that leads to this state at that moment, which
is usually called “survivor paths”) and the corresponding
metrics. At each iteration, the VA iteratively updates the set
of survivor paths and their MAP metrics. After processing all
the observations the MAP sequence of states is immediately
obtained, since it is the associated to the the survivor path with
the best metric.

'In respect of the vector initial probabilities 7 it is usually to assume steady-
state conditions, so its estimate may be easily obtained from the estimate of
matrix B.



PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011 23

Fig. 3. Trellis Diagram.

VII. SIMULATIONS AND RESULTS

In this section, we present five experiments done in com-
puters with Core 2 Quad CPU 2.66GHz. The programs were
implemented using the open source tool “sage” [13].

A. Experiment 1

In this experiment, we evaluated the execution time and the
log-likelihood produced by both algorithms (BW and VT), as
in Figure 4. The Target Error Sequence has 20,000 sample and
it is generated by a random 3rd order HMM model. We used
a 3rd order HMM model for the estimation.

Parameter
Estimation ™ Likelihood (L)
VT n

Processing

Parameter Time (T)

Estimation |—w{ Comparisons
BW

Fig. 4. Experiment 1.

27 estimation runs have been performed using different
initializations for both BW and VT. In each one of these
estimation runs the algorithms were initialized with the same
parameters. The maximum number of iterations was set to 30.

These results clearly showed that VT is much faster than
the BW algorithm. Besides, it was observed that VT may
also produce better estimates, in the ML sense, than the BW
algorithm does. 10 of these results are shown in Table I, where
the execution time (7y 71 and Ty ) is given in seconds and
the log-likelihood values (Ly 71 and Lpyy) are divided by 10%.

B. Experiment 2

The results of Experiment 1 motivated us to investigate the
ability of VT to produce a likelihood as good as that of BW
in a smaller time. This has been done in a second experiment
as in Figure 5.

We used 23 target error sequences of length 50,000 gener-
ated by different HMM models of order 3. For each sequence
we performed 100 estimation runs of a 3rd order HMM, using
the BW algorithm with random initialization, and retained
the maximum log-likelihood (Lpy ) so obtained and the
corresponding execution time (Tzy ).

TABLE I
RESULTS OF EXPERIMENT 1.

| Initial | Tew | Tvri | Lpw | Lyri |
1 10.2200 | 1.2300 | -1.2568 | -1.2878
2 10.2100 | 0.1200 | -1.2566 | -1.2566
3 10.1900 | 1.2600 | -1.2575 | -1.2616
4 10.1800 | 0.2100 | -1.2568 | -1.2565
5 10.2000 | 0.4200 | -1.3805 | -1.2572
6 10.1700 | 0.1200 | -1.2566 | -1.2566
7 10.2700 | 0.1200 | -1.2573 | -1.2573
8 10.2200 | 1.2200 | -1.2569 | -1.2600
9 10.3100 | 1.2300 | -1.2572 | -1.2576
10 10.2300 | 1.2300 | -1.2574 | -1.2565
N
Y =
Parameter Y
Estimation | Likelihood (L)
VT And @
Processing "
Parameter Time (T)
Estimation —#| Comparisons N

BW

Fig. 5. Experiment 2.

After that, we evaluated, for every sequence, the time spent
by VT (Tyr2) in order to achieve a likelihood higher or
equal to the best one previously obtained with the Baum-
Welch algorithm. We verified that for all the 23 sequences
Viterbi Training was able to achieve log-likelihood values at
least equal to those produced by the BW with great savings
in processing time.

C. Experiment 3

Figure 6 illustrates this experiment. We used an target error
sequence of length 20,000 generated by a 3rd order HMM
model. We made 120 initialization for each different order of
HMM (order 2, 3 and 4). For the same initialization, firstly we
run the Baum-Welch algorithm and Viterbi Training recording
the corresponding processing times and log-likelihood values,
in a similar way to Experiment 1. After that, we ran the VT
until achieving a log-likelihood higher or equal to the one
produced by the BW algorithm, and stored the spent time
and log-likelihood, such as in Experiment 2. In this case,
the maximum number of iterations was set to 50 for both
estimation algorithms.

Table II shows the average results of processing time
and log-likelihood obtained in this experiment. In this ta-
ble “Lpw”and “IT'py " respectively denote the average log-
likelihood and processing time of the BW algorithms, “Ly 71"
and “Ly 79" are the log-likelihood values obtained with VT
by the procedure described in Experiments 1 and 2, respec-
tively, while “Tyr,” and “Ty79” are the corresponding VT
processing times, given in seconds.

Table III gives the results of the best models generated for
each order of HMM in the ML sense, i.e., the largest value of
log-likelihood, and the corresponding processing time.
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Experiment 1
HMM
order
Experiment 2
Fig. 6. Experiment 3.

TABLE 1T
RESULTS OF EXPERIMENT 3 (AVERAGE RESULTS).

\ | 2ndorder | 3rdorder [  4th order
Lpw | -12569.21408 | -12568.68417 | -12567.5335
Tew 14.13567 16.93925 19.80308
Lyr1 | -12697.76283 -12794.493 -12810.248
Tvri 0.61867 1.169 2.11383
Lyra | -12568.18975 | -12566.99042 | -12567.57767
Tyr2 4.63 6.3824 10.75333

TABLE III
RESULTS OF EXPERIMENT 3 (BEST RESULTS).
| | 2nd order | 3rd order | 4th order |

Lpw | -12564.92 | -12564.95 | -12564.74
Tew 14.13 16.97 19.76
Lyri | -12566.21 | -12564.56 | -12564.95
Tvr 0.09 0.13 0.48
Lyrs | -12566.21 | -12564.56 | -12563.71
Tvro 0.09 0.13 8.59

Figure 7 shows the times of all 120 simulations for 3rd
order of HMM for the two algorithm. We can note that for
almost all simulation with VT, the time is lower that the time
of BW.

Figure 8 shows the log-likelihood of all 120 simulations for
2th order of HMM for the two algorithm (BW and VT). We
can note that for a lot of simulation with VT, the log-likelihood
is close to the one of BW.

Tables II and IIT show the processing time increases asso-
ciated to the increase in HMM order. We can also observe
that using VT it is possible to attain a log-likelihood higher
than that of BW, with more than 90% and 50% savings in
the average processing time by the procedure described in
Experiments 1 and 2, respectively.

D. Experiment 4

In this experiment we generated a target error sequence
(TES) with length 100,000 produced by a time-varying
Rayleigh channel with Jakes’ Doppler spectrum. The SNR =
10dB and the normalized maximum Doppler shift fpr =
1072, We have performed 40 estimation runs of a 3rd order
HMM model, using BW and VT, in a similar way to what was
done in Experiment 2. The maximum number of iterations was
set to 30. After that, we took the best parameter estimates, in
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the ML sense, provided by BW and VT. We ran these fitted
HMM model in order to generate two samples of burst errors
of length 100,000 from which estimates of the burst statistical
parameters presented in section II have been obtained and
compared with their counterparts obtained from the target error
sequence. Figure 9 illustrates this experiment.

The log-likelihood and the time for these models are showed
in the Table IV. The time is given in seconds.

TABLE IV
RESULTS OF EXPERIMENT 4 (BEST RESULTS).

| Lew [ Tew | Lvr | Tvr |
[-8912.8626 | 51.93 | -8811.7510 | 13.93 |

The results are shown in Figures 10, 11, 12, 13 and 14,
which respectively show the estimates of the gap distribution,
the cluster distribution, the probabilities P(0™°|1), the prob-
abilities P(1™1|0) and the error autocorrelation function.

These figures show that the models fitted by BW and VT
give rise to similar fits of burst statistical parameters.
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E. Experiment 5

In this experiment we followed a procedure similar to that
of Experiment 4. First, we generated a target error sequence
of length 2,000,000 produced by a QPSK transmssion system
over time-varying Rayleigh channel with Jakes’ Doppler spec-
trum and normalized maximum Doppler shift fpr = 1074,
Perfect receiver synchronization was assumed and the Ej, /Ny
ratio at the receiver input was set to 20dB.

We performed 50 estimation runs of HMM model of orders
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2, 3 and 4, using BW and VT. The maximum number of
iterations of BW was set to 100.

Table V shows, for each order, the quantity of estimation
runs for which the VT produced a log-likelihood higher than
the BW algorithm. This table shows that in approximately 80%
of the cases VT performed better than the BW algorithm, with
respect to the log-likelihood.

Table VI shows the average processing time spent in the
estimation runs performed with BW and VT, for each value
of the HMM model order. We may observe in this table the
increase in the processing time associated to the increase in
the model order. It is worthy to notice that this increase is
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TABLE V
NUMBER OF RUNS IN WHICH Ly > Lpw.

[ Order | Best VT |

2 39
3 41
4 41

much higher when the estimations are performed with the BW
algorithm. We can also observe in Table VI that, by using
VT, it is possible to attain higher values of log-likelihood in
comparison with those produced by BW, with very significant
savings in the average processing time. We still remark that
these savings increase with the model order.

TABLE VI
AVERAGE PROCESSING TIME IN SECONDS

[ Order [ BW | VT |
2 62,72 | 21,99
3 158,84 | 29,45
4 250,60 | 39,22

Therefore, on the basis of the whole set of results here
presented we can therefore say that Viterbi Training is able
to generate fitted HMM models with higher likelihood and
similar closeness of burst statistical parameters of models ad-
justed by the Baum-Welch algorithm, with remarkable savings
in processing time.

VIII. CONCLUSION

This work showed that it is feasible to obtain good HMM
models for burst errors using Viterbi Training. In particular,
it was verified that VT is able to produce good fits to data in
a much smaller time than the Baum-Welch algorithm, which
is the most used algorithm for this purpose nowadays. On the
other hand, we also verified that in similar processing times VT
can produce better fits, in the ML sense, than BW algorithm.

In future works we intend to investigate the association of
Viterbi Training and artificial intelligence algorithms in order
to obtain a procedure that is likely to produce global ML
estimation of HMM models applied to burst errors.
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Abstract—In this paper, we propose an alternative approach
for a low-density parity-check (LDPC) codes optimization based
on EXtrinsic Information Transfer (EXIT) charts. The “min-
imum” step concept, which allows for a more efficient and
meticulous random walk in the parametric space of node degree
distributions, is proposed. By this approach, we can update
one of the node degree distributions while leaving the other
one unchanged. Moreover, the proposed update can be readily
implemented in the original parity-check matrix. In the proposed
method, the density of ‘“‘ones” of the parity-check matrices
produced along the random walk remains fixed. As a result,
one can have total control over the decoding complexity of the
LDPC code. With the proposed method, one can determine a
good LDPC code ensemble (with a parity-check matrix readily
available) in a faster way. The proposed approach has been tested
in two different scenarios, and the results turned out to be very
satisfactory.

Index Terms— Degree distributions optimization, Exit charts,
LDPC codes.

I. INTRODUCTION

Low-density parity-check (LDPC) codes are a well-known
class of linear block codes that is characterized by having
large block length and a sparse parity-check matrix. LDPC
codes were first introduced by Robert Gallager [1] in the early
Sixties, but due to the high computational complexity required
by their encoding and decoding processes, they could not be
widely investigated at that time. In the last twenty years, with
the advent of turbo codes (TC) [2], iterative detection and
decoding techniques attracted the attention of researchers. This
has led to the “re-discovery” of LDPC codes [3].

From the parity-check matrix H, one can readily construct
a bipartite graph known as Tanner graph [4], the check (resp.,
variable) nodes of which are associated with the rows (resp.,
columns) of H. The decoding of LDPC codes is usually
realized with the iterative sum-product algorithm [5], which
is based on the Tanner graph. The sparseness of the matrix
H of an LDPC code is what makes this decoding procedure
feasible.

LDPC codes can be classified as regular or irregular. Such
a classification refers to the weight of (number of “ones”
in) each column and each row of the parity-check matrix
or, equivalently, the degree of (number of edges attached to)
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Dept. of Electrical Engineering
Federal University of Santa Catarina
Floriandpolis, SC 88040-900 Brazil
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each variable node and each check node of the Tanner graph.
Irregular LDPC codes have a non-constant degree distribution
and are among the most powerful error-correcting codes. As
shown in [6], excellent performance is achieved by optimizing
the LDPC code. This amounts to finding the optimal pair of
(check and variable) node degree distributions, which indicate
the fractions of (check and variable) nodes in the Tanner
graph having the same degree. Usually, these distributions are
composed of several degrees.

Of course, the node degree distributions have to satisfy a
number of constraints. For instance, the total number of edges
attached to check nodes must be equal to the total number of
edges attached to variable nodes, which is the the total number
of edges of the Tanner graph. Also, the sum of the fractions
of (either check or variable) nodes of all degrees must add up
to unity. These constrains result in a bounded region within
which all valid pairs of node degree distributions must lie.
We call this region the parametric space for the LDPC code
degree distributions.

For certain well-known channels [7], closed-form solutions
to the optimization of LDPC codes have been presented.
However, for arbitrary channels, such as the one studied in [8],
invariably, when optimizing LDPC codes, a random walk must
be realized within the parametric space. A random walk with
Gaussian steps is proposed in [9].

In this paper, we point to several drawbacks of the Gaussian
random walk and then propose the so-called “minimal” step
as a way to circumvent these drawbacks. We show that
considering a random walk composed of several minimal steps
is advantageous in several respects.

This paper is organized as follows. In Section II, we present
some preliminaries. Section III described the Gaussian walk
proposed in [9]. In Section IV, the proposed solution to this
random walk is presented and its advantages are discussed.
Finally, Section V concludes the paper and make some final
comments.



28 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

II. PRELIMINARIES
A. Node degree distributions

The parity-check matrix of an LDPC code is called regular
if all the columns have the same number of ones (column
degree) and all the rows have the same number of ones
(row degree). An irregular matrix H, on the other hand, is
characterized by nonconstant degrees, and is usually described
by the pair of polynomials

dy dc
Aw) = Na'™h pla) =) pjal ", (1)
i=1 =1

which represent the row and column degree distributions,
respectively. In (1), d, (resp., d.) is the maximum variable
(resp., check) node degree and \; (resp., p;) represents the
fraction of edges going to variable (resp., check) nodes of
degree <. These polynomials have to satisfy the following
constraints:

0<p; <1, j>1, 0<A<1, i>1,

de d 1

- : p(x)dx
)DFTEPRND oS VST P ViCa LS
j=1 i=1 fo A(@)da

where R is the LDPC code rate.
B. EXIT charts

Irregular LDPC codes are known as the most powerful
class of error-correcting codes. When well-designed, they
can provide excellent error performance in virtually all com-
munications channels. Optimizing LDPC codes amounts to
optimizing their node degree distributions. The optimized node
degree distributions pair defines an ensemble of LDPC codes,
and the excellent performance is achieved by constructing a
matrix H that adheres to this optimal node degree distributions
pair.

Among the methods for designing good LDPC codes,
the one based on the computation of EXtrinsic Information
Transfer (EXIT) charts [10] has been widely used due to
their simplicity and effectiveness. EXIT charts can predict the
convergence of the iterative decoder of LDPC codes. More
specifically, given the channel and the signal-to-noise ratio
(SNR), EXIT charts indicate whether the iterative decoder will
converge if a given pair of degree distributions is adopted.
Since EXIT charts can be computed in a expeditious fashion,
they constitute an important tool for the design of LDPC codes,
contrasting with the naive approach of choosing the best LDPC
code from a large number of candidates by measuring their
error performance, one by one, which would be impossible.

The EXIT chart method is grounded on the evaluation of
the extrinsic information quality at the output of a component
decoding block as compared to the a priori information
quality [7]. The extrinsic (resp., a priori) information quality is
quantified by the average mutual information (denoted by the
letter I) between the bits on the decoder graph edges (which
are the bits about which extrinsic log-likelihood ratios (L-
values) are passed) and the extrinsic (resp., a priori) L-values.

Ip

Fig. 1. Two pairs of EXIT charts (1 and 2) obtained for two hypothetical
LDPC codes. The iterative decoder associated with the EXIT chart pair 1 has
the better convergency properties.

Consider the two pairs of EXIT charts in Figure 1, namely
(Ia(-), I 5(-) and (I2.4(-), I, 5(+)), which refer to two
different h)}pothetical LDPC codes. The letters A and B, for
both cases, refer the two component decoders of the iterative
decoder. For these curves, we have:

Il,A(I) Z IQ’A(I) VI S [0,1],
Lp) < L) VI e [0,1]. 3)

Since I 4 is larger than I3 4 and 11_119 is smaller than 12_;,
then the convergence of the decoding ’process for the systém
1 (refer to the pair (I a(-),I; 5(-))) will be faster (fewer
iterations) than the convergence of the decoding process for the
system 2 (refer to the pair (12, 4(+), 12’}5,())) There is a simple
way of visualizing the convergence speed through the pairs
of EXIT curves. Observe that the two curves of a given pair
shape “tunnels”, and the more open these tunnels the faster the
iterative decoding convergence. On the other hand, a widely
open tunnel means that there is room for SNR reductions.

C. LDPC code optimization based on EXIT charts

The decoding process will not converge if there is a value
I*,0 < I* < 1, for which it turns out that I (I*) < I5'(I*),
meaning that the “tunnel” for the EXIT curves (I4(-), 15" (-))
is closed. To optimize LDPC codes the tunnel opening function
is defined as:

. -1
Fp) = min {La(l) = I (D)}, €y
where the dependence on the node degree distribution was
made explicit.

The usual method to optimize the LDPC code based on

EXIT charts is given in [9], and consists in performing a
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random walk in the parametric space of LDPC code degree
distributions, in order to obtain the degree distributions pair
which guarantees convergence with the lowest possible SNR.

The authors propose to update the coefficients of the polyno-
mials A(x) and p(z). The EXIT chart for the new pair of node
degree distributions is obtained. If there is any improvement,
then the new pair of degree distributions substitutes the old
one. The algorithm ends when a desired result is achieved or
after a certain number of iterations is reached.

In Figure 2, a flow chart concerning the LDPC code
optimization algorithm based on EXIT charts is presented. The

Input the
Ax), p(z) and SNR;
Evaluate f(X, p).

Y
Generate new o Is the “tunnel” yes Reduce SNR
(A, p) and open? and reevaluate
evaluate f(A, p) T\ p).
Has
(A p)
increased?
o Has SNR yes ‘Output the
achieved target » finals values for
SNR? A, p and SNR.

Fig. 2.  Flow chart concerning the LDPC optimization algorithm based on
EXIT charts.

described algorithm basically performs an optimization of the
convergence threshold, defined as the lowest SNR for which
the tunnel is open. Within the approximation of the EXIT
chart-based analysis, the iterative decoding converges for any
SNR above this threshold.

III. PREVIOUS WORK: THE GAUSSIAN STEP

In the optimization procedure of LDPC codes based on
EXIT charts described above, the authors in [9] propose that
in the random walk the coefficients of the polynomials A(z)
and p(x) be updated by a Gaussian increment with zero mean
and standard deviation s. If the new polynomials do not satisfy
the constraints in (2), a new pair of polynomials is produced
by another Gaussian increment. This procedure goes on until a
valid pair of degree distributions is found. If needed, s (viewed
as the step size) can be reduced after several unsuccessful
trials.

29

First of all, the authors in [9] give no explanations nor
justification for using a Gaussian step. Also, since the degree
distributions must satisfy certain constraints, several steps of
their random walk lie outside the parametric space, which
seems a waste of precious time. Moreover, the resulting degree
distributions after a successful step may produce a totally
different parity-check matrix, including a different density of
ones.

IV. PROPOSED TECHNIQUE

In this paper, we propose a very simple alternative random
walk. To remedy the problems with the Gaussian step in [9],
raised in Section III, we propose an alternative step — we
call it a “minimum” step — that acts directly on the Tanner
graph (or, equivalently, on the matrix H). It is called minimum
step in the sense that it is the smallest update one can make
in one degree distribution while keeping the other degree
distribution unchanged. The density of ones in the matrix H,
i.e., the number of edges in the Tanner graph also remains
unmodified, which means that one can have a control of the
decoding complexity while searching for the optimal degree
distributions. As another advantage of the minimal step, the
whole walk is kept within the boundaries of the parametric
space. In other words, one needs not check if the new degree
distributions pair satisfies the constraints in (2). If the search
algorithm requires an increased step size, it suffices to define
the step as several minimum steps.

An example of a minimum step on the degree distribution
for the check nodes (while the degree distribution for the
variable nodes is fixed) is shown in Figure 3. Note that in the
example the minimum step can be understood as the exchange
of connection between two check nodes. The minimum step
consists of selecting uniformly at random an edge, say con-
nected to a check node of degree ¢ + 1, disconnecting it from
this check node and reconnecting it to a check node of degree
J. After this move, the new check node count is shown in the
figure. As can be seen, this step changes the degree distribution
for the check nodes in a minimal way.

number of nodes:  (15) (20)

degree i + 1

(10)

degree j

(25)

degree i

o

degree j + 1

—
* 9 (26)1

number of nodes: (16)T 19)
degree i degree i +1 degree j  degree j+ 1
er

Fig. 3.  Example of a minimum step on check nodes.

V. CONCLUSION AND FINAL COMMENTS

In this paper, we have proposed an alternative approach for
the random walk in LDPC codes optimization based on EXIT
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charts. For our random walk, we propose the “minimum” step,
that is, a minimum update one can make in one node degree
distribution while keeping the other node degree distribution
unchanged. The density of ones in the matrix H remains
unmodified along the random walk, i.e., throughout the whole
search for the optimal pair of node degree distributions,
which means the decoding complexity of the iterative decoder
remains exactly the same. This represents an advantage if the
coded system for which the LDPC codes are being optimized
is to operate with delay and/or complexity constraints.

As a way of testing our proposal, we have performed
EXIT chart-based LDPC code optimizations using the random
walk based on the proposed minimum step both for the
standard Additive White Gaussian Noise (AWGN) channel (as
a landmark) as well as for the asymmetric data-dependent mul-
tidimensional Gaussian channels in [8]. The results obtained
with the proposed approach were very satisfactory.

REFERENCES

[1] R. Gallager, “Low-density parity-check codes,” Information Theory, IRE
Transactions on, vol. 8, no. 1, pp. 21-28, jan. 1962.

(2]

(3]

(4]
[5]

(6]

(7]
(8]
[9]
[10]

C. Berrou, A. Glavieux, and P. Thitimajshima, “Near shannon limit error-
correcting coding and decoding: Turbo-codes. 1,” in Communications,
1993. ICC 93. Geneva. Technical Program, Conference Record, IEEE
International Conference on, vol. 2, may. 1993, pp. 1064-1070 vol.2.
D. MacKay, “Good error-correcting codes based on very sparse matri-
ces,” in Information Theory. 1997. Proceedings., 1997 IEEE Interna-
tional Symposium on, jun. 1997, p. 113.

R. M. Tanner, “A recursive approach to low complexity codes,” IEEE
Transactions on Information Theory, vol. 27.

F. R. Kschischang, B. J. Frey, and H. A. Loeliger, “Factor graphs and
the sum-product algorithm,” IEEE Transactions on Information Theory,
vol. 47, no. 2, 2001.

T. Richardson, M. Shokrollahi, and R. Urbanke, “Design of capacity-
approaching irregular low-density parity-check codes,” Information The-
ory, IEEE Transactions on, vol. 47, no. 2, pp. 619-637, feb. 2001.

S. ten Brink, “Convergence of iterative decoding,” Electronics Letters,
vol. 35, no. 10, pp. 806-808, may. 1999.

A. P. Legg and B. F. Uchda-Filho, “Exit chart-based design of ldpc
codes for the print and scan channel, in preparation.”

M. Franceschini, G. Ferrari, and R. Raheli, LDPC Coded Modulations,
Ist ed. Springer Publishing Company, Incorporated, 2009.

S. ten Brink, G. Kramer, and A. Ashikhmin, “Design of low-density
parity-check codes for modulation and detection,” Communications,
IEEE Transactions on, vol. 52, no. 4, pp. 670 — 678, 2004.



PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011 31

A New Method to Improve Multibiometric
Recognition

Rodolfo Vertamatti
Signal Processing Laboratory
Escola Politécnica — University of Sdo Paulo
Av. Prof Luciano Gualberto, trav. 3, 158
05508-970, Sao Paulo-SP, Brazil
rvertama@usp.br

Abstract—Multibiometrics performs better than respective
monobiometrics and minimizes noise and spoof attack problems.
However, if similarities are in all traits, multiple source
processing does not improve performance. To distinguish extreme
similitude, epigenetic and environmental influences are more
important than DNA. This study examines phenotypic plasticity
in human asymmetry as a tool to ameliorate multibiometrics. A
technique called Bilateral Processing (BP) is described here to
analyze discordances in left and right trait sides. BP tested visible
and infrared spectrum images using Cross-Correlation, Wavelets
and Neural Networks. Chosen traits were teeth, ears, irises,
fingerprints, noses and cheeks. Acoustic BP was also implemented
for vibration asymmetry evaluation during vocalic sounds and
compared to MFCC plus Vector Quantization speaker
recognition. Image and acoustic BP assessed 9 adult male
brothers over one year. For test purposes, left biometrics was
impostor to right biometrics from the same individual and vice-
versa, which led to 18 x 18 identification matrix per trait. Results
achieved better performance in all biometrics treated with BP
than without BP.

Index Terms—Biometrics, Human Fluctuating Asymmetry,
Multibiometrics

I. INTRODUCTION

Ensemble of biometric sources using proper fusion methods
outperforms each of the individual source performances.
Besides, noise and impostor attacks can be circumvented by
the use of multi-sensor, multi-modal biometrics [1].

Notwithstanding, multibiometrics becomes useless in
extreme biometric similarities, as for monozygotic twins.
Results tend to mistake twins and extra traits do not raise
separability. To solve this, biometrics should consider human
features in which DNA is not the determinant factor in order to
overcome limits imposed by narrow genetic distance.

Human bilateral trait sides (BL) are composed of two quasi-
identical mirrored images (left and right). Despite pertaining to
the same person, if one of the sides is reversed, one can look
for BL idiosyncrasies.

With enough resolution, each human trait is one-of-a-kind —
including BL of a person — as observed in ears [2], irises [3],
fingerprints [4], etc. Differences in equal DNA entities (like
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BL) are caused by epigenetic or environment influences.

This study introduces a non-holistic technique called
Bilateral Processing (BP) that stresses left / right peculiarities.
Seven biometric traits, captured by three sensors, are tested in
three recognition systems. BP is compared to “without BP”
systems under same circumstances. Implementation structure is
presented in section II, along with the obtained results.

II. BILATERAL PROCESSING IMPLEMENTATION

Figure 1 shows the recognition system block diagram
divided in sensors, pre-processing, BP, classification and
fusion. Iris is shown as an example of biometric trait. The
diagram is divided in database formation (training) and test.
BP is divided in alignment, segmentation and bilaterism.

In alignment, samples are centralized by trait-specific
reference marks. Segmentation divides the trait in potential
biometric areas. Bilaterism outputs a list of asymmetric
segments. This list is used during the test phase to localize
idiosyncrasies.

Traits, sensors, test conditions, algorithm and results are
described below.

A. Biometric Traits in accordance to Sensors

1) Visible Spectrum Images

Images taken in the 0.39 pm to 0.75 um wavelength region.
Selected traits were: teeth shape, ears veins and contours, irises
pattern, fingerprints ridges and nostrils formats.

2) Infrared Spectrum Images:

Images taken in the 8 um to 13 pm spectrum range. Human
thermal emission peaks around 9.5 um. Infrared images
indicate internal vascular system and organ activities. This
study monitored facial cheeks inequalities.

3) Skin Vibration during Vocalic Sounds:

Several kinds of acoustic waves (longitudinal, transverse,
surface, etc) propagate inside the body during voiced sounds.
As consequence, complex vibrational modes appear on the
skin surface. Due to body asymmetry, vibrational modes are
asymmetric as well. Sensors positioned in symmetrical areas
measured left and right facial vibrations during constant pitch
diphthong (“a” + “i”’) phonation.
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B. Sensors

1) Visible spectrum sensor:

A full-frame sensor was used with 21.1 Mpixels and
radiometric resolution of 14-bit per red, green and blue
channels. Lens had /2.8 of maximum aperture, f/16 of
minimum aperture and magnification from 1 to 5 times.

2) Infrared sensor:

Uncooled focal plane array microbolometer with 19.2
Kpixels, +0.1°C of precision, #2°C of accuracy and 3.1mrad of
instantaneous field of view.

3) Acoustic sensor:

Two capacitive contact microphones symmetrically located
on left and right buccinator muscles. Sampling rate to both
channels was 48KHz and 16384-sample window was used to
detect low-frequency variations (below 15Hz).

C. Test Conditions

Test population was composed of nine adult male brothers
(brothers have the lowest genetic distance with the exception
of twins). Up to 20 samples per trait were taken over one year.
For test purposes, right biometric trait was impostor to the left
one and vice-versa. BL of 9-persons population turned into
18x18 identification matrix per biometric trait.

D. Specific Bilateral Processing

Two image BP (Correlation and Wavelet + NN) and one
acoustic BP were implemented. Both image BP processed
visible and infrared spectrum images. No execution of
segmentation and bilaterism characterized the image non-BP,
and whole trait images were used instead of segments. Whole
trait and segments were formatted to equivalent image sizes.
The three methods are described next along figures 2 to 4.

Figure 2 presents the matrix obtained by the Correlation
Pattern recognition method [5], exemplified by irises. This
figure displays the database composed of 18 bilateral sides,
left and right of each person. Test samples and database are
divided in two sets: “with BP” and ‘“without BP”, to be
confronted later. “With BP” uses 5 segments positions per
person and the whole trait is presented for “without BP”.

Wavelet parametrization [6] and Neural Network
classification [7] method is illustrated on figure 3. 18 whole
traits for non-BP and 810 segments (5 segment positions per
person) for BP are transformed in wavelet coefficients and
compared to the database via two-layers neural network.

In the acoustic BP, the vocalic signal is segmented in each
of the harmonics of the voice pitch. Figure 4 depicts an
example: 4th harmonic is extract from diphthong [ai] and left
and right channels are confronted by a normalized difference
equation, whose amplitude variation is shown. Phase and
amplitude behavior of each harmonic are particular to each
person and his/her left and right channels. Differently to the
image BP, acoustic BP cannot be adapted as non-BP, thus a
new speaker recognition system based on 20-triangular-filter
MFCC [8] and 16-centroid Vector Quantization [9] was
created to identify the 9 left and 9 right channels.

E. Results

Tables below show results obtained for “with BP” and
“without BP”. Table I exhibits the results of both image
recognition methods. In both cases, bilateral processing
improved substantial performance. The acoustic data from
table II indicates that non-BP identified persons, but confused
their channel sides, while BP identified persons and if the
recording is from left or right channel.

TABLE L. ‘WITH AND WITHOUT IMAGE BILATERAL PROCESSING
Cross-Correlation: Minimum Wavelet + Neural
Image Genuine/Impostor Relation Networks
Biometric Without With Without With
Trait Bilateral Bilateral Bilateral Bilateral
Processing Processing Processing | Processing
TOOTH 0,85 1,01 28% 100%
EAR 0,72 1,46 25% 100%
EYE 0,96 2,48 12% 100%
FINGER 0,88 1,48 30% 100%
NOSE 0,57 1,13 34% 100%
CHEEK 0,75 1,10 33% 100%
TABLE IL WITH AND WITHOUT ACOUSTIC BILATERAL PROCESSING
Acoustic Non-BP by MFCC and Vector BP by normalized
Biometric Quantization channel subtraction
Trait (9 persons) (18 channels) (18 channels)
VOICE 100% 44% 100%

III. CONCLUSIONS

Results show that Bilateral Processing was necessary to
achieve maximum identification at segment level in small and
low genetic distance population. Chosen segments proved
stability over one year.

Few researches consider human asymmetry in biometrics. It
is a field of great potential to extend analysis to larger
population, different sensors and biometric traits. It brings
double dimension to match decisions and intensifies epigenetic
and environmental influences.
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Abstract—1In this paper, blind adaptive techniques used for
equalization of communication channels are applied to image
restoration. We propose a new update path through the blurred
image, which minimizes the problem of abrupt changes in the
adaptation of the filter and provides better conditions to the
image recovery. Reshaping the input matrix into a column
vector, we extend the regional-based multimodulus algorithm
(RMMA) to blind image deconvolution. RMMA treats noncon-
stant modulus signals as constant modulus ones, which provides a
better performance when compared to the conventional constant
modulus algorithm (CMA), both used for blind equalization
of communication channels. This behavior is also observed in
image restoration through the simulations presented in the paper.
Besides the linear transversal equalizer, we consider the decision
feedback equalizer due to its inherent advantages.

Index Terms— adaptive equalizers, blind image deconvolution,
blind equalization, pulse amplitude modulation.

I. INTRODUCTION

The aim of blind image deconvolution is to reconstruct
the original scene from a degraded observation without using
information about the true image and the point spread func-
tion [1]. Over the last decades, this has been an area of intense
research in the signal processing community (see, e.g., [1],
[2], and the many references therein). However, most of the
techniques contained in the literature are complex and presents
high computational cost.

Blind equalization of communication channels has also been
a topic of intense research since the important works of
Godard [3] and Treichler and Agee [4], where the constant
modulus algorithm (CMA) was independently proposed. Blind
equalizers are used in modern digital communications systems
to remove intersymbol interference introduced by dispersive
channels. CMA is the most popular for the adaptation of
finite impulse response (FIR) equalizers and it is widely em-
ployed even for nonconstant modulus constellations as are the
cases of N-PAM (pulse amplitude modulation) and S-QAM
(quadrature amplitude modulation) signalling with N > 2 and
S > 4, respectively [5]. Although CMA presents an advantage
of having simple computational cost, its main drawback is
the possible convergence to undesirable local minima. In this
case, it may achieve just a moderate level of mean-square
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error (MSE) after convergence. Additionally, CMA can only
achieve a zero steady-state MSE for constant modulus signals
in a stationary and noiseless environment, and assuming a
fractionally-spaced equalizer (see, e.g., [6]). To improve the
performance of CMA for equalization of nonconstant modulus
signals, a region-based multimodulus algorithm (RMMA) was
proposed recently in [7]. RMMA treats nonconstant modulus
constellations as constant modulus ones, converging approx-
imately to the Wiener solution. Furthermore, it avoids diver-
gence, rejecting non-consistent estimates of the transmitted
signal. Comparing to CMA, it exhibits considerably lower
misadjustment, faster convergence, good tracking capability,
without compromising the computational cost.

More than two decades after the publication of [3], a two-
dimensional extension of CMA (TDCMA) for blind image
deconvolution was proposed in [8] and analyzed in [9].
Through simulations, it was shown that the performance of
TDCMA depends on the number of grayscale levels of the
true image and also on the blurred signal-to-noise ratio. In
the extension of CMA for image processing, the pixels of
the original image are mapped into a PAM signal before the
transmission process. For instance, an image with two bits
can be interpreted as a communication signal of 4-PAM type,
since its bits are mapped into four levels, i.e., =1 and +3.
In general, an image with B bits is mapped into a signal
+1,43,---,4+(28 — 1), which represents a 25-PAM signal.
After the deconvolution process, the recovery signal must
suffer an inverse mapping to obtain an estimate of the original
image. Although the approach of [8] is innovative, several
results from blind equalization can be extended to blind image
processing in order to improve the image reconstruction.

In this paper, we extend RMMA proposed in [7] to blind
image deconvolution. Analogously to the comparison be-
tween CMA and RMMA, the proposed algorithm, denoted
as TDRMMA, performs better than TDCMA for blind image
restoration, mainly in the case of images with a large number
of grayscale levels. To improve the convergence of TDRMMA,
we also propose a new update path through the blurred
image that consists in a combination of horizontal and vertical
alternate paths. This update path minimizes the problem of
abrupt changes in the filter adaptation and provides better
conditions to image recovery. Furthermore, TDRMMA is used
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to adapt the filters in a decision feedback scheme, which
provides a better image reconstruction. The paper is organized
as follows. Section II briefly reviews RMMA. To simplify
the arguments, we assume that all the quantities are real. The
version of RMMA for complex constellations is detailed in [7].
The problem is formulated in Section III. Then, two important
image distortion functions considered in this paper are detailed
in Section IV. Reshaping the input matrix into a column
vector, we extend RMMA to image restoration in Section V.
Section VI shows some simulation results. Section VII closes
the paper with conclusions and future works.

II. THE REGION-BASED MULTIMODULUS ALGORITHM

A simplified communications system is depicted in Fig-
ure 1, where a(n) represents the signal transmitted through
an unknown channel and u(n) is a distorted version of a(n),
corrupted by intersymbol interference and noise. The signal
u(n) passes through the equalizer, whose output is given by
the inner product

y(n) =u’(n)w,

where u(n) = [u(n) u(n —1) -+ u(n — M + 1)]" and
w = [wg wy -+ wp—1]" are the input regressor vector
and the coefficient vector respectively, M is the filter length,
and the superscript 7' stands for the transpose of a vector.
The blind equalizer must mitigate the channel effects without
training data and recover the signal a(n) for some delay A.

@>| channel |u4(n)’| equalizer |ﬂ>

Fig. 1.

A simplified communications system.

RMMA updates the coefficients of the equalizer using the
following equation

= wn — #enun
wln) = win = 1)+ zbsgetmut), ()

where ¢ is a regularization factor (small positive constant), ||-||
represents the Euclidian norm, and the error e(n) is computed
as follows. The real line is divided into regions containing
two symbols of the constellation, as shown in Figure 2 for
8-PAM signal (N = 8). The centers of the regions A,,, m =
—N/4,---—1,1,--- , N/4 are denoted by c,,, and are indicated
in the figure. Given the equalizer output y(n) and assuming an
N-PAM constellation, with [log,(N) — 1] comparisons', it is
possible to identify to which region A,, the equalizer output
belong. Using this information, the error is computed as

e(n) = [em|[d(n) —g(n)], (2)

where §(n) = y(n) — ¢, is the translated output sample and
d(n) is computed as

d<n)={0’ oamso 3)

[2] represents the next higher integer of x.

being

z(n) = 1.5 — 0.55%(n). “4)

It important to notice that |c,,|d(n) and |c,,|y(n) are
estimates of the transmitted signal a(n — A). The consistency
between these two estimates will be ensured if d(n) and
7(n) have the same sign, which is equivalent to requiring the
correction factor x(n) to be always positive [10]. Due to the
shift of y(n) to the origin, everything happens as if only the
symbols {£1} of a 2-PAM constellation had been transmitted.
In this case, #(n) > 0 occurs when %?(n) < 3. In order to
avoid divergence, if 3j2(n) > 3, the algorithm leaves the called
region of interest and the estimate d(n) is rejected, making
d(n) = 0. This algorithm exhibits two operation modes: in
the first mode, it works as the normalized algorithm, while
in the second mode, it rejects non-consistent estimates of
the transmitted signal. This idea was originally proposed in
[10] and [11] to avoid divergence in CMA and in the Shalvi-
Weinstein algorithm, respectively. After that, it was extended
in [7] to RMMA.

The estimation error e(n), defined in (2), is a repetition
of the CMA error shape (with the dispersion constant equal
to one) weighted by a scale factor as shown in Figure 3.
The scale factor creates an envelope in the error function,
which is essential to the recovery of the transmitted symbols,
as observed in [7] and [12]. Different from CMA, the error
of RMMA is zero when the output of the equalizer is equal
to the symbols of the constellation. Therefore, RMMA treats
nonconstant modulus constellations as constant modulus ones,
converging approximately to the Wiener solution.

A A A, i« A,
i -6 i 2 ; 2 i 6 i
' ® © ® ' = ' i
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Fig. 2. Regions of 8-PAM.
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At the initial iterations, the equalizer output can fall in
a wrong region, mainly in the presence of noise and for
constellations with a large number of symbols. This wrong
decision is fed back and the algorithm can take many iterations
to converge. To improve its convergence, [7] proposed to take
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into account the errors in the neighborhood. Thus, assuming
that the equalizer output falls in the region A; the error should
take into account not only the region A;, but also the regions
A_; and A, in its neighborhood (see Figure 2). Using this
idea, the RMMA error can be calculated as

e(n) =22y velee| [de(n) — Ge(n)] 5)

where g¢(n) = y(n) — cp, de(n) is computed as in (3)
replacing g(n) by ge¢(n), v¢ = 1 for the main region and
v¢ < 1 for the regions in the neighborhood. In [7], RMMA
was implemented with only two neighbors and 7, = 1/16.
These values were experimentally chosen and are important
to impose a distinction among the errors calculated in the
neighborhood and that of the main region, i.e., the farther the
neighbor, the smaller the weight ~,.

To illustrate the performance of RMMA and compare it
to CMA, we show in Figure 4 the mean square decision
error along the iterations, assuming a 8-PAM signal and
the channel H(z) = 0.3 + 27! + 0.3272 in the absence
of noise. RMMA was implemented without considering the
errors calculated in the neighborhood of the main region.
In this simulation scenario, RMMA is fast enough and the
neighbors seem to not affect its convergence rate. Furthermore,
the step-sizes of the algorithms were chosen to obtain their
best performances. We can observe in the figure that RMMA
achieves a lower steady-state mean square decision error with
a faster convergence rate than that of the normalized CMA.
This good behavior motivated the employment of RMMA for
blind image restoration, which is shown next.

o
k=2
o
= 30} RMMA
-40 ¢+ . .
-50 : : ;
0 1 2 3
iterations 5

x 10

Fig. 4. Mean-square decision error along the iterations for CMA (u = 10~%)
and RMMA (= 7 x 1073); 8-PAM; M=11; H(z) = 0.3+ 271 40.3272;
absence of noise; normalized algorithms (§ = 1010y, average of 50 runs.

III. PROBLEM FORMULATION

Figure 5 shows a block diagram of a system for image
deconvolution using blind equalization algorithms. Before the
transmission, the pixels of the original image F are mapped
into a PAM signal. Thus, an image with B bits is mapped
into a signal +1, 43, -+, +(2” — 1), which represents a 25-
PAM signal [8]. The mapped image F suffers the effects of
the point spread function (PSF) and of the noise, resulting in
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the blurred image G. Using a window and an update path?, a
matrix Uy, with dimension M x M is defined for each pixel of
the image. The elements of this matrix are rearranged into a
vector u(k) = vec[Uy], where vec[A] represents a column
vector formed by stacking the columns of matrix A. We
consider a linear transversal equalizer with M? coefficients,
input vector u(k), weight column vector w(k — 1), and output
y(k) = u” (k)w(k—1). Using statistical information of F and
the output y(k), the blind algorithm computes the estimation
error e(k), which is used to update w(k — 1). The estimate
y(k) enters in the decision device and an estimate of the
pixel F(ny,ny), denoted as F(ni,ns), is obtained. Lastly,
F(n1,ns) suffers the inverse mapping and the system provides
an estimate of the pixel F(n1,n2). To obtain a good estimate
F, the adaptive algorithm must estimate each pixel more than
once. In general, the estimates obtained at the beginning of the
filtering are not good, since the algorithm did not have enough
iterations to converge. Therefore, when the algorithm arrives at
the end of the image, the filtering process must continue until
the convergence is achieved for all the pixels of the image.
The number of repetitions depends on how severe is the PSF.

In many situations, the linear transversal equalizer does not
provide good results due to the severity of the communication
channels. Therefore, decision feedback equalizers (DFEs) are
widely employed, since they can mitigate the intersymbol
interference in difficult environments as, for example, channels
with long and sparse impulse response, non-minimum phase,
spectral nulls or non-linearities [13]. We can also use a DFE
to obtain better results in image deconvolution, mainly for
severe PSFs. The DFE structure is depicted in Figure 6. It
is composed by two filters: the feedforward filter w(k — 1)
with M? coefficients and output ys(k) = u”(k)ws(k — 1)
and the feedback filter wy,(k — 1) with M? coefficients and
output y,(k) = b”(k)wy(k — 1). The output of the overall
equalizer is computed as y(k) = yy(k) + yp(k). Analogously
to the vector u(k), the vector b(k) is obtained through the
rearrangement of the elements of matrix By. This matrix is
constructed using the same window and update path for matrix
Uy, but considering the estimate F from the previous filtering
process. The feedback filter is not used in the first scanning,
since we do not have any estimate of F. From the second
scanning until the convergence of algorithm, the feedback filter
processes the past decisions contained in the estimate F.

Blind algorithms can be also used to update the DFE filters
[13]. In this case, the input vector is given by the concatenation
of u(k) and b(k), i.e.,

usp(k) = [u (k) bT(K)]". (6)
Using (6) and defining the coefficient vector
wip(k) = [wi(k) wy (k)] ()

with dimension 2M?2 x 1, the output of the DFE can be
computed as y(k) = uf, (k)wp,(k—1). Again, using statistical

2The window selection and the update path are explained in sections V-A
and V-B, respectively.
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Fig. 5. Image deconvolution using blind equalization algorithms.

information of F and the output y(k), the blind algorithm
computes the estimation error e(k), which is used to update
wyp(k — 1). It is important to notice that the length of
wyyp is twice the length of the coefficient vector used in the
linear transversal equalizer. Furthermore, in most situations,
the linear equalizer can perform badly if a large number of
coefficients is used.

u(k) k 1 yf (k) r y(k) decision F(}’ll,nz)

W ) TN 7| device

M 2 x1 A
k)
Y ( w, (k- 1)
7
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estimation the update path

Fig. 6. Image deconvolution using a decision feedback equalizer.

IV. POINT SPREAD FUNCTIONS

The point spread function, denoted here as H(nq,ns), is
defined as the bi-dimensional impulsive response obtained
from a punctual light source through a degradation system
[14]. In the image processing literature, there are different
functions to model a real PSF, commonly known as blur (see
e.g., [14] and its references). In this paper, we focus on the /-D
motion blur and on the atmospheric turbulence blur described
as follows.

e 1-D motion blur occurs due to the acquisition of images
of objects in motion or due to the motion on the ac-
quisition devices during the acquisition. It only affects
one dimension each time, simulating an abrupt movement
during the image acquisition, and can be expressed by

1/L, if —L/2<m<L/2

H(m) = { 0, otherwise, ®)

where L is the moving distance and m represents the
horizontal (n) or vertical (ny) direction.

o Atmospheric turbulence blur also known as 2-D Gaussian
blur occurs in common transmission systems and affects
mainly remote sensing applications. It can be modeled by
the following expressiong

€))

2 2
H(nlanQ) - Kexp |:w:| )
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where K is a normalization constant chosen such that
>ony 2on, H(n1,m3) = 1 and ¢ is the variance that
determines the severity of the blur.

V. A BI-DIMENSIONAL MULTIMODULUS ALGORITHM

In order to extend RMMA to image processing, we have to
define how to initialize some missing parameters and how to
rearrange the data in the input vector of the filter. These issues
are addressed in this section in conjunction with the algorithm
extension.

A. Window definition and border interface

In order to use an adaptive filter to estimate the pixel
G(n1,ng) of a blurred image, we should define a window,
i.e., a matrix Uy with dimension M x M, containing M 2
pixels close to G(ni,n2). The window can be defined in
decentralized or centralized forms, as shown in Figure 7. In
the decentralized window shown on the left of Figure 7, the
estimate of the pixel indicated by e is made using its right and
down neighbors. In the centralized window shown on the right
of Figure 7, the pixels around e are used in its estimate. Both
windows can provide good results. However, in this paper,
we use only the centralized window, which seems to provide
more adequate statistical information to the pixel estimate. In
Figure 7, the necessary initialization for each case is indicated.
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Fig. 7. Window selection models.

A centralized window demands a border interface around all
the image, since the pixels located at the border do not have
defined neighborhood. The better approach for adaptive filters
is to consider smooth changes in the border to avoid inaccurate
estimates of its pixels. Figure 8 shows two possible solutions
for smooth changes: (a) the reverse replicated border, which
is obtained by mirroring replicate images around the original
image, and (b) extended border, obtained by replicating the
image border pixels. In this paper, we use only the reverse
replicated border since it provides more diversity than the
extended border, which is better for the filter update.

(b)

Fig. 8.

Border interface types: (a) reverse replicated and (b) extended.

B. Update path

The update path is determined by how the window moves
through the image to estimate each pixel. The solution widely
used in the literature is shown in Figure 9(a). In this traditional
path, the window always moves from left to right, which
creates abrupt changes each time a new line starts. Although
this update path can be easily implemented, it can make the
filter convergence more difficult due the non-stationarity of
real images [15]. Thus, we propose a combination of alternate
paths to minimize the abrupt change effects caused by the
traditional path. The proposed path consists in a horizontal
alternate path followed by a vertical alternate one, as shown
in Figure 9(b). After the image has been completely scanned
using the horizontal alternate path, it is re-scanned from the
point of the last iteration, but using the vertical alternate
path. This combination provides smooth changes after each
complete scanning and it is done until the adaptive algorithm
converges for all pixels in the image.

,,,,,,,,,,, U'scanning ~ 2"scanning

I T N

] L !

.- J - |
(b)

Fig. 9. Image deconvolution update paths: (a) traditional path, (b)
combination of horizontal and vertical alternate paths.

C. Multimodulus algorithm

Defining the window, the update path, and the border
interface, RMMA can be straightforwardly extended to the
bidimensional case, using the scheme of Fig. 5 for a LTE or
of Fig. 6 for a DFE. TDRMMA is summarized in Table I.
We assume the combined horizontal and vertical update path
(Fig. 9(b)), the centralized window (Fig. 7), and reverse
replicated border interface (Fig. 8(a)), but other combinations
can also be considered. To ensure a good image restoration,
the filtering process must be repeated until the convergence is
achieved for all the pixels of the image. As in the unidimen-
sional case, the neighborhood can be used to improve the rate
of convergence. However, the repeated scanning replaces this
process, leading to a simpler algorithm.

TABLE I
SUMMARY OF TDRMMA.

Initialization:
w0)=[0 ... 0 1 0
Define the update path (Fig. 9(b))
Define the window type (centralized window - Fig. 7)

0]7

Define the border interface (reverse replicated - Fig. 8(a))

For each iteration k = 1,2, --- and for each position (n1,n2)

ni,ne = 1,2,3,--- across the update path, compute:
Sample U
u(k) = vec[Uy]
y(k) = uT (k)w(k — 1)
Identify the region A,, and compute:
y(k) = y(k) —cm
x(k) = 1.5 — 0.552 (k)

if z(k) >0

d(k) = z(k)y(k)
else

d(k) =0
end

e(k) = lem|ld(k) —y(k)]

wik) =w(k—1)+ K’

51 Tumye <)

end




40 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

VI. SIMULATION RESULTS

TDRMMA is compared to TDCMA, considering an 8 bits
Lena image with 256 x 256 pixels, degraded by /-D motion
blur and 2-D Gaussian blur. As in [8], histogram equal-
ization was performed on the Lena image, which leads to
an approximately uniformly distributed image. TDCMA was
implemented as in [8], using the centralized window (Fig. 7),
the replicated reverse border interface (Fig. 8(a)), and the
traditional path (Fig. 9(a)). The measurement used in the
comparison was the percentage mean square error (%M SE)
defined as [1], [16]

Zan,ng [ai‘(nlv n2) - F(nl, ng)]2

%MSE =100 , (10)
) s T2 (1, 712)
where a is a normalization factor given by
F(n ,no)F(ny,n
o — 10022 T (01, m2)F (01, m2). (11)

Ean N F2 (nl ’ n2)

This measurement is based on the mean-square error, obtained
through the comparison between the recovered image and the
original one. We also use the spatially distributed %M SE
across the image, which shows the mean-square error for each
pixel. In this case, the darker the region in the error diagram,
the higher the estimate error.

Figure 10 shows the simulation results, considering the Lena
image, degraded using a 5 X 5 I-D motion blur in the absence
of noise. An LTE with M? = 49 coefficients is updated
with TDCMA and TDRMMA. The original image and the
blurred image are shown respectively in figures 10(a) and
10(b). Figures 10(c) and 10(d) show the image recovered
with TDCMA and the spatial distributed %M SE, respec-
tively. Figures 10(e) and 10(f) show the image recovered with
TDRMMA and the spatial distributed %M SE, respectively.
The step-sizes of the algorithms were chosen to obtain their
best performances. The spatial distributed %M SFEs (figures
10(d) and 10(f)) show that the higher errors occur in contour
lines, where the image has abrupt changes. We can observe that
TDRMMA performs better than TDCMA, providing a better
image reconstruction as can be observed by comparing the
%M SE obtained from each method (22.11 for TDCMA and
6.17 for TDRMMA). This behavior occurs since the regional
multimodulus algorithm provides better estimates than those
of TDCMA for nonconstant modulus signals.

In Figure 11, the Lena image is degraded with a 5 x 5
2-D Gaussian blur with a variance of o2 = 0.25, which is
more severe that /-D motion blur. Figures 11(a) and 11(b)
show the original image and the blurred image, respectively.
We compare the performance of an LTE with M? = 121
coefficients updated with TDCMA (figures 11(c) and 11(d))
and TDRMMA (figures 11(e) and 11(f)) to a DFE with
2M? = 242 coefficients updated with TDRMMA (figures
11(g) and 11(h)). It it important to emphasize that the LTE
presents a poorer performance than those of figures 11(c)
and 11(e), when its length is increased. Among the recovered
images, the DFE adapted with TDRMMA presents the best

(©) BWMSE = 22.11 (d)

() NMSE =6.17 ®

Fig. 10. Blind deconvolution results - 8 bits image, no noise, 5 X 5 1-D
motion blur, M = 7. (a) True image, (b) Blurred image, (c) Recovered image
- TDCMA (u = 5 x 10~1%), (d) Spatial %#MSE - TDCMA, (e) Recovered
image - TDRMMA (1 = 1073, § = 10~ 29), (f) Spatial %MSE - TDRMMA.

result, restoring the image intelligibility and presenting lower
general and spatial %M SE than those obtained with an LTE.

The adaptation of DFEs using algorithms based on the con-
stant modulus criterion for joint updating of the feedforward
and feedback filters may converge to so-called degenerative
solutions. This occurs when the signal at the equalizer output
is independent of its input [13]. To avoid this problem,
Szczecinski and Gei (2002) proposed a new criterion for
reliable detection of degenerated solutions. This criterion is
based on the constant modulus cost function with constraint
on the feedforward and feedback filters and is minimized
by a stochastic algorithm. It was shown in [13] that this
algorithm avoids degenerated solutions, being more efficient to
update the DFE filters. In the simulations, we did not observe
degenerated solutions when TDRMMA was used to update
the DFE filters. However, in order to avoid these solutions,
the method of [13] can be incorporated in conjunction with
the algorithm of Table I, without performance degradation.
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(c) %W MSE = 63.0

lm \

(e) NWMSE = 33.1 (®

.

() WMSE =135 (h)

Fig. 11. Blind deconvolution results - 8 bits image, no noise, 5 X 5 Gaussian
Blur, M = 11. (a) True image, (b) Blurred image, (c) Recovered image -
TDCMA (1 = 10~ 12), (d) Spatial %MSE - TDCMA, (e) Recovered image
- TDRMMA p = 4 x 1073, § = 10~20), (f) Spatial %MSE - TDRMMA,
() Recovered image - TDRMMA-DFE (1 = 1073, § = 10~20), (h) Spatial
%MSE - TDRMMA-DFE.

VII. CONCLUSION

Through simulations, we observe that TDRMMA can be
used to blind image deconvolution, even when images with
a large number of grayscale levels are degraded by a severe
blur. The use of this algorithm to adapt a DFE seems to be
promising to be used in practical situations. This study pushes
back the frontiers of image processing, since different tech-
niques used in equalization of communication channels can be
extended to image restoration. One of the new possibilities is
the color image restoration using spatial diversity techniques.
We intend to pursue this matter in a future work.
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Detection and Correction of Phone Confusability in
Continuous Speech Recognition
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Abstract— We study lattice rescoring with knowledge scores
obtained from binary classifiers for automatic speech recognition.
Frame-based acoustic score is adopted as a measure of confusabil-
ity between competing monophone models. The proposed lattice
rescoring algorithm was evaluated in a connected digit recogni-
tion application using the TIDIGITS database. By incorporating
knowledge scores obtained from back vowels phonetic class, we
reduced the number of wrong speech utterance obtained with
the conventional Viterbi decoding algorithm.

Index Terms— Automatic speech recognition, confusability,
knowledge-based sources, lattice rescoring.

I. INTRODUCTION

A typical automatic speech recognition (ASR) system
adopts a statistical approach based on hidden Markov models
(HMMs) [1]. Its performance is usually improved by collecting
more and more training data. In another way, the Automatic
Speech Attribute Transcription (ASAT) paradigm [2] believes
that integrating knowledge sources into HMM-based systems
is beneficial for enhancing speech recognition accuracy.

However, researchers have a long way to go before they can
develop a complete ASAT-based ASR system that is compet-
itive in performance with the state-of-the-art systems [3].

For example, in [4], the authors found that knowledge scores
computed with detectors for manner and place of articulation
provided a collection of complementary information that can
be combined with HMM frame likelihood scores to reduce
phone and word errors in rescoring. The word error rate was
reduced to 4.03% from 4.54% on a connected digit ASR
system. A knowledge-based pruning strategy was also tested
in a detection-based ASR system to reduce false alarms in
detection and consequently reduce word errors in ASR [5].

This work addresses the problem of phone confusability in
ASR by incorporating knowledge scores obtained from binary
classifiers or detectors. Thus, a frame-based acoustic event
detector was realized with an artificial neural network (ANN).

In order to evaluate our approach, it was built a speaker
independent connected digit recognition system based on
monophone models by training and testing on the TIDIGITS
database [6]. Then, the output of the ANN-based phone
confusion detector was used as knowledge to rescore lattices
of alternative hypotheses provided by the conventional Viterbi
decoding algorithm [7] with no knowledge scores. Using the
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proposed rescoring algorithm, a higher separation between
competing back vowels phones was achieved.

The rest of the paper is organized as follows. Section II
presents a description of typical ASR systems. Section III de-
scribes the proposed rescoring algorithm. Section IV describes
a preliminary system, based on a single binary classifier.
Experimental results with this classifier are then presented in
Section V. Finally, Section VI concludes and suggests further
research.

II. CONVENTIONAL HMM-BASED SPEECH RECOGNITION

The typical ASR system is composed by five main blocks:
front end, phonetic dictionary, acoustic model, language model
and decoder. The two main ASR applications are command
and control and dictation [8]. The former is relatively simpler,
because the language model is composed by a grammar that
restricts the acceptable sequences of words. The latter typically
supports a vocabulary of more than 60 thousand words and
demands more computation.

The conventional front end extracts segments (or frames)
from the speech signal and converts, at a constant frame rate
(typically, 100 Hz), each segment to a vector x of dimension
L (typically, L = 39). It is assumed here that 7" frames are
organized into a L x T matrix X, which represents a complete
sentence. There are several alternatives to parameterize the
speech waveforms. In spite of the mel-frequency cepstral
coefficients (MFCCs) analysis being relatively old [9], it has
been proven to be effective and is used pervasively as the input
to the ASR back end [8].

The language model of a dictation system provides the
probability p(7) of observing a sentence 7 = [wy, ..., wp]
of P words. Conceptually, the decoder aims at finding the
sentence 77 that maximizes a posterior probability as given
by

p(X[T)p(T)

Ti = arg mTaxp(7'|X) = arg max X

where p(X|7) is given by the acoustic model. Because p(X)
does not depend on 7T, the previous equation is equivalent to

T; = arg mgxp(X\T)p(T) (1)
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In practice, an empirical constant is used to weight the
language model probability p(7) before combining it with
the acoustic model probability p(X|7).

Due to the large number of possible sentences, Equation
(1) cannot be calculated independently for each candidate
sentence. Therefore, ASR systems use data structures such
as lexical trees that are hierarchical, breaking sentences into
words, and words into basic units as phones or triphones [8].
To reduce the computational cost of searching for 7; (decod-
ing), hypotheses are pruned, i.e., some sentences are discarded
and Equation (1) is not calculated for them [10].

A phonetic dictionary (also known as lexical model) pro-
vides the mapping from words to basic units and vice-versa.
For improved performance, continuous HMMs are adopted,
where the output distribution of each state is modeled by a
mixture of Gaussians. The typical HMM topology is “left-
right”, in which the only valid transitions are staying at the
same state and moving to the next.

After this brief description of ASR, the next section de-
scribes the proposed lattice rescoring algorithm.

III. THE PROPOSED METHOD
A. Definitions

A speech lattice can be defined as a graph, G(NN, A), with
N nodes, and A arcs. The timing information is embedded
into the nodes, while the arcs carry the phone symbol along
with the scores information. The basic idea behind lattices is
that they represent a great number of alternative theories in a
compact way [4].

Through a supervised training (offline) mode, it is possible
to study the lattices generated by a set of HMMs and try to
identify confusion regions, i.e., time intervals in which the
correct hypothesis has score relatively close or smaller than
competing (wrong) hypotheses. More specifically, the adopted
definition of confusion regions rely on the concept of margin,
which is vastly used in machine learning [11].

Maximizing the margin was first applied to learning classi-
fiers such as support vector machines [12] and more recently to
HMMs (see, e.g., [13]). In spite of having distinct definitions
depending on the adopted learning algorithm, the margin is

wy, ..., Wp

Sentence

Decoder

Language
model

The main constituent blocks of a typical HMM-based ASR system.

positive if the example is labeled correctly and negative if the
example is labeled incorrectly.

An hypothesis is represented by a sequence ¢ of T states,
where T is the number of frames (or segments) of the
utterance. During the training stage, it is assumed that the
correct hypothesis g, is known and is within the lattice, i.e., the
lattices always contain the correct transcription. Also during
training, the lattices are evaluated and sorted according to their
total scores s = p(X|7)p(7) such that the score s; > s; if
1 < j, where s; and s; are the total scores of hypothesis g;
and ¢;, respectively. The hypothesis ¢, is excluded from this
ordered list of hypothesis. The recognized hypothesis g; is
the one that corresponds to the largest between s, and sj.
When s; = s, all the words in the utterance were correctly
recognized. A sentence error occurs when there is one or more
hypotheses with score(s) greater than s..

The margin M;(t) of the i-th hypothesis at the ¢-th frame
is defined in this work as

M;(t) = by(t) — bi(t), (2)

where b, (t) and b;(t) are the acoustic scores (not considering
the LM score) of the correct and ¢-th (ordered) hypotheses for
frame x;, respectively. Note that the state sequences ¢; informs
the HMM model and the corresponding state that should be
associated to the ¢-th frame of hypothesis .

The notion of the margin M;(¢) of a hypothesis can be
extended to the margin M (t) of a lattice (recall that it is
assumed that ¢, always belong to the lattice, which can be
easily reinforced during the supervised training). The margin
of a lattice for frame ¢ can be defined solely based on g, and
qr:

M(t) = b (t) — b1 (t)

and the total margin defined to be

T
M=>"M().

Because M just takes in account the acoustic scores, the
recognition result expressed by the lattice can be the correct
transcription, i.e., S, > s1, but M may be negative. In such
case, the language model helped guiding the decoder to the
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Fig. 2. The evolution of the acoustic scores of two hypotheses in a speech lattice.

right transcription while the acoustic scores alone would lead
to a wrong recognized hypothesis.

The adopted definition of a confusion region depends on
a threshold . The C frames fi, fs,..., fc that can be
considered as part of a confusion region correspond to the

set F = {f1, f2,..., fc} where each element f; is the index
of a frame x; that has margin smaller than v, i.e.,

M(t) <7,
and this check is performed for all frames f;, ¢t = 1,...,T.

Note that C' < T

For example, Figure 2 shows the acoustic score evolution
over time of two competing hypotheses b, and b; in a lattice,
where two confusion regions can be observed. Considering
that “eight two” is b, and corresponds to the correct utterance
and “five six” (by) is a candidate utterance, we can say that
the frames centered approximately at the the 30-th frame have
positive margins. Depending on the threshold +, the set of
frames F = {f45, fa6,- .-, f54} could be a confusion region.
Continuously decreasing v would eventually exclude f54 from
F (and later, other frames) given that, as can be inferred
from Figure 2, M (54) has the largest margin value among
the frames in F.

The definition of confusion regions can be made more
sophisticated by, for example, imposing a minimum number
of contiguous frames. Given a definition of confusion region,
the lattices obtained from the training set can inform what are
the phones or states that lead to higher confusability. The next
subsection describes how this information was used.

B. Automatically choosing confusable pairs of states

Having calculated the margin M (¢) for each lattice of the
training set, one can obtain, for each ¢ the pair of HMM states
(one from b, and the other from by) that are involved. A
histogram of these pairs can be calculated and the ones with
the largest number of occurrences identified. Note that this is
different from “statically” comparing HMM models as done,
e.g., in [14], given that the histogram takes in account the

actual decoding operation and the lattices reflect hypotheses
that had a large total score s.

For example, the scores provided by the language model
are used when the decoder generates the lattice. Because
the task discussed in this work is digits recognition, there
is no language model, but for large vocabularies a N-gram
language model is essential to help the decoder in pruning
many hypotheses and lead to a histogram that effectively
reflects the acoustic confusability that matters the most.

C. Using binary classifiers to detect confusion

After choosing specific confusions to be corrected, the next
task is to design a classifier for each confusion. Because these
classifiers are not restricted to the probabilistic framework
imposed by the HMM formalism, their scores are combined
with the HMM scores via some heuristic. In this sense, this is
similar to the weight that is used to combine the scores from
the acoustic and language models. The lack of mathematical
elegance can be compensated by an extra degree of freedom:
the input space to the classifiers can be different from the one
used for the HMMs. For example, the fundamental frequency
FO can be used to help distinguishing voiced and unvoiced
sounds [15]. Hence, it is possible to consider that the HMMs
and binary classifiers compose a system that uses a hetero-
geneous front end, which has some advantages in acoustic
modeling [16]. Still considering the FO example, incorporating
this feature to the MFCCs and using it for the HMM modeling
may be not advantageous, but for helping distinguishing a
specific confusion, FO may be effective.

Besides the input space to each classifier, there is also
freedom on defining the output of each classifier. Note that
each classifier provides an output to every frame and this
information must be used to rescore lattices, aiming to de-
crease the number of recognition errors. Lattice rescoring is a
very active research topic (e.g., [17]) with several alternative
algorithms. This work assumes that the classifiers are binary
(only two possible outputs) and are designed to identify a
given confusion in a way that the phones to have their scores
increased are defined by construction, i.e., are implicitly deter-
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mined by the classifier itself. The classifiers are considered to
output confidence scores, which are converted to probabilities
P(+) and p_), where p;) and p(_) are the probabilities of a
positive and negative output, respectively, and p)+p) = 1.

The positive and negative classes can be a pair of phones or,
more generally, any disjoint pairs of phone sets. For example,
assume that the classifier is trained to distinguish a pairs
of phones (a,b), outputting “+” when there is a confusion
between them and the correct phone is a. The classifier
outputs “—” otherwise. For each frame that the difference
B = p(4) — p(—) is positive (8 > 0), the respective phone
a has its acoustic score b(t) increased to a new value b'(¢)
given by

b (t) = b(t)(1 + ap), 3)

where « is an empirical constant (set to o = 8 in this work).
A system with several binary classifiers was implemented
and achieved good results. This system will be described in
another work. At the time of the submission of the current
work, only preliminary results with a single classifier were
available. These experiments are described in the sequel.

IV. AN IMPLEMENTATION WITH A SINGLE BINARY
CLASSIFIER

The experiments were limited to the recognition of a string
of digits (0 to 9, and “oh™) and carried out by training and
testing on the well-known TIDIGITS database [18]. Table I
indicates the adopted phones.

TABLE I
PHONETIC TRANSCRIPTION OF THE DIGITS.

Digit | Phonetic transcription |

one w ahl n
two tuwl
three thriyl
four faol r
five faylv
SixX s ihl k
seven sehl vaxn
eight eyl t
nine nayl n
Zero z iyl r ow2
oh owl

In this work, based on a histogram of confusions, we
chose to implement a single binary classifier and analyze
the confusability problem specifically for the back vowels
phonetic class. The main reason is that this phone class
presented the highest confusability rate on the connected digit
recognition task. The back vowels class is represented in
the adopted TIDIGITS pronunciation dictionary by the set of
phones shown in Table II. All HMMs had three emitting states,
numbered from 2 to 4. The positive class was uwl and the
negative class was a set composed by ahl, aol and owl.

In this preliminary study, the number of errors achieved by
the baseline HMM-based ASR is relatively small. In other
words, the HMMs led to a small number of sentence errors.
Because the training and test sets must be disjoint in any
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TABLE 11
THE BACK VOWELS CLASS SET OF PHONES EXTRACTED FROM TIDIGITS.

[ HMM model | HMM states |
ahl ahla,ahls,ahly
aol aolg,aols,aoly
owl owla, owls, owly
uwl uwlo, uwls, uwly

machine learning experiment [19], the utterances that led to
errors were reserved to compose the test set and to compose
the classifier’s training set, only utterances with no sentence
error were used. Therefore, in this case, the recognized g¢;
and correct ¢, hypotheses are the same in the corresponding
lattice. This hypothesis g. = g; was compared on a frame-
by-frame basis with the remaining hypotheses in the lattice.
More specifically, the adopted approach was the following.

For obtaining examples of confusions where uwl should
have its score increased (i.e., examples of the positive class
for the binary classifier), it as assumed v = 0 and the lattice
was searched for occurrences of uwl with margin M (t) < 0.
From the set of frames with M (t) < 0, confusion regions were
specified by putting together all neighbor frames. For example,
in Figure 2 there is only one confusion region composed by
frames with indices 45 to 54. For decreasing the computational
cost of the simulations, only the frame with smallest margin
was chosen to represent its respective confusion region (more
recent experiments used all frames within a confusion region).

For obtaining examples where there is no such confusion
with uwl or the correct phones are ahl, aol and owl, regions
composed by frames with positive margin M (t) > 0 were
identified and the frame with largest margin used to represent
its respective region.

As mentioned, there is freedom on choosing the input to the
classifier. To exemplify this aspect, the preliminary experiment
adopted the scores of each phone as the input features to the
classifier. Because there are 22 phones with 3 states and “sp”
with 1 state, the dimension of the input space is 22x3+41 = 67.
The scores were normalized with respect to the largest value
for the given phone.

The next section presents the results obtained with the
experiment.

V. EXPERIMENTAL RESULTS

The TIDIGITS speech signal was re-sampled from 20 kHz
to 16 kHz (each sample is represented by 16 bits). The training
set was composed of 12,549 utterances.

A. Training the baseline HMM-based system

The HTK software was used to build the baseline HMM-
based system. The front end consists of the widely used 12
mel-frequency cepstral coefficients (MFCCs) [9] using CO as
the energy component, and computed every 10 milliseconds
(i.e., 10 ms is the frame shift) for a frame of 20 ms. These
static coefficients are augmented with their first and second
derivatives to compose a 39 dimensional parameter vector per
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frame. Finally, the cepstral mean subtraction technique was
used to normalize the MFCCs coefficients [20].

The acoustic model was iteratively refined [21]. A flat-
start approach was adopted with continuous single-component
mixture monophone models. The initial acoustic models for
the 22 phones (21 monophones and a silence model) used 3-
states left-right HMMs. The pronunciation dictionary provided
by the TIDIGITS database was used to perform the correspon-
dence between orthography and phonetic transcriptions, which
is listed in Table I. The silence model was trained and then
copied to create the tied short pause (sp) model with only one
acoustic state. The sp has a direct transition from the entry to
the exit state.

Once reasonable monophone HMMs have been created, the
recognizer HTK tool HVite [22] was used to perform a forced
alignment of the training data. During all the training process,
the embedded Baum-Welch algorithm [23] was used to re-
estimate the models.

B. Lattice generation

The HVite tool was used to generate lattices containing
multiple hypotheses. The test set was composed of 12,547
utterances, unseen during the training stage described above.
The word networks needed to drive HVite are usually either
simple word loops in which any word can follow any other
word or they are directed graphs representing a finite-state
task grammar. So the HBuild tool of HTK [22] was used to
built a simplified word transitions, designed solely with the
TIDIGITS corpora transcriptions.

As mentioned, HVite allows the generation of lattice of
alternative hypotheses for each given utterance. Nevertheless,
the standard HVite tool provides only a word-level alignment.
In order to perform rescoring at the phone level, we had to
modify the HVite code to generate a phone-level alignment
for each arc of the lattice.

C. Confusion detector training

In this experiment, the WEKA toolkit [24] was used to train
the binary classifier. The classifier was a multilayer neural
network, implemented in WEKA as the class MultilayerPer-
ceptron. For avoiding overfitting, the WEKA'’s default param-
eters for MultilayerPerceptron were adopted. As indicated,
the ANN-based classifier was trained on a subset of 10,591
utterances correctly recognized by the baseline system with
the HVite tool. One lattice was built for each utterance in this
subset.

For convenience, the recognized (and correct) hypothesis
g+ = q¢ and the top-14 alternatives ¢y, . .., q14 were extracted
from each lattice. Then, a training set for the ANN was
composed according to Table III. For example, the training
lattices generated 14 frames where the state owl, had a score
larger than the state wwls and this situation was correct,
hence the right class is “-”. On the other hand, 12 frames are
examples where the classifier should indicate that the score of
uwls should be increased because it is the correct phone.

TABLE III
FRAMES USED TO GENERATE THE ANN TRAINING FILE, WHERE
® = {ahla,ahls,ahly, owls, owly}.

| Higher score | Lower score | Class [ # of selected frames |

[0 uwly - 309
uwly [} + 522
owla, owls uwls - 216
uwls owla, owls + 682
owlsg uwls - 14
uwls owlsg + 12

D. Lattice rescoring

The ANN frame-based detector was evaluated on a subset
of 30 utterances erroneously recognized and 15 utterances
correctly recognized, unseen during the ANN training phase.
It is important to observe that during the test stage the lattices
do not always contain the correct hypothesis b;.

The HVite tool was used to generate a speech lattice for
each utterance. The top-15 hypotheses were extracted from
each lattice. For each frame t, if the target phone uwl and
any competing phone are both present, the binary classifier
is invoked and, depending of its output, the score of wwl
is increased according to Equation 3 at each hypotheses it
appears at frame number ¢.

The results obtained with this rescoring procedure are
presented in Table IV. They indicate that from frame-based
acoustic information a higher separation between competing
phones was achieved, and thus the number of wrong speech
utterances was reduced.

TABLE IV
LATTICE RESCORING PERFORMANCE USING THE PROPOSED APPROACH.

| | Correct utterances | Wrong utterances

Before rescoring 15 30
After rescoring 41 4

VI. CONCLUSIONS

This work proposes a lattice rescoring procedure based on
knowledge scores obtained from back vowels phonetic class.
The output produced by the developed ANN-based classifier
was used as score, and it was shown that from frame-based
acoustic information a higher separation between competing
monophone models was achieved in the presented task.

We want to point out that this work is our first attempt
to enhance the ASR systems performance using the ASAT
paradigm. We believe that the achieved performance can be
further improved by adjusting the parameters of the knowledge
extracting module. Finally, we intend to explore other phonetic
classes and rescoring strategies.
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Abstract— This paper presents a method for designing arbi-
trary frequency response filters. Known methods allow arbitrary
specification of the filter applied in a cost function, thus turning
the filter design in a simple optimization problem. However,
these methods do not allow for an easy account of the tolerance
associated with each frequency, and need a model with fixed
order, since optimization methods cannot deal easily with the
modification of the model during convergence. In this paper, we
show that, with the use of a stochastic optimization method, it is
possible to converge filter coeficients and order. To achieve this,
we use an algorithm derived from the combination of simulated
annealing and particle swarm optimization methods. Results of
filter design with this technique are shown.

Index Terms— Filter design, Particle swarm optimization, Sim-
ulated annealing, Stochastic optimization.

I. INTRODUCTION

Frequency selective systems, usually called filters, are lin-
ear systems of common use in engineering in general, and
telecommunications in special, and essential in present day
technology. The response Y'(z) of such system, given in the
complex frequency domain, is obtained from the input X (z)
by the known relation given by[1][2][3]:

Y(z) = H(z)X(2) e))

where H(z) is called the transfer function of the system,
obtained by the z transform of the impulse response h[n] of the
filter. By making z = e/, where w is the angular frequency,
the frequency response of the system is obtained.

Given their importance, the design of this type of system is
a well known and studied problem. An ideal selective filter can
be easily designed based on Eq. (1), by making the response
to desired frequencies unitary, and to undesired frequencies
equal to zero, that is

@) = {

where (), represents the set of desired frequencies, called
passband, and €, the complement of set €2, called stopband.

Unfortunatelly, ideal filters cannot be realized, because the
existing discontinuities cause, among other effects, bilaterally
infinite time responses, that is, time responses that have energy
in the interval ranging from —oco to co. A realizable filter
must have its time response truncated, use recurrence or be

1, ifweq,

0, ifw e, 2)
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approximated in any other form. Any of these solutions will
cause distortions[1]. Thus, the design of a filter must take
into account what type of distortions are acceptable, and
how large should be their magnitude. If the distortion can be
parameterized, the design of a filter turns into an optimization
problem — to compute the filter model and coefficients such
that the distortion does not exceeds the maximum allowed.

Numerous techniques exist to aid filter design, many of
these can be found in the literature, such as in [1], [2], [3]
or [4]. In general, these techniques need the description of
the passband, the stopband and a transition band, between
the others, to avoid discontinuities. To each of these bands
is associated a tolerance, to allow for some deviation from
the ideal. Additionally, these methods put their emphasis in
the design of lowpass filters, and the construction of different
filters is done by means of transformations in the obtained
filters. Given these needs, the techniques have small flexibility
when the response is unusual, or when additional restrictions
must be fulfilled.

Many computer aided techniques were also developed [4].
Those methods, usually, start from a fixed model and try to
adjust a set of parameters that minimize an objective function,
which is created to represent the proximity of the model to
the desired characteristics. In special, in the method described
by Deczky[2], the filter is specified by the desired magnitude
and phase answer to given frequencies. The model used is
a transfer function created from pairs of poles and zeros in
a rational function, and the objective function is the mean
squared error of the approximation, minimized by a greedy
deterministic method such as gradient descent, Newton or
quasi-Newton[5][6]. Filter tolerance, however, is taken into
consideration only as a multiplicative factor, and the orders
of the filter — the number of poles and zeros — are fixed.
Moreover, greedy techniques do not behave well in the pres-
ence of local minima [5][7][8][11], which, unfortunatelly, is
a very common ocurrence in this kind of optimization[2][6].
Also, in this method, the orders of the model are fixed: they
must be estimated beforehand or an initial guess must be made
and adjusted later. This is so because the order of the models
are integers, and greedy algorithms have difficulty in dealing
with this kind of parameter.

This paper proposes a filter design technique of arbitrary
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frequency response, tolerance and orders based on stochastic
optimization methods [7][8] to optimize the coefficients of an
ARMA-type system (Autoregressive Moving Average)[4]. A
system of this type has a transfer function given by a rational
function given by

ag + alzf1 + a2272 4+ ...+ aszN

14+biz7t +bgz=24 ...+ byzM )
where N and M are the orders of the filter. In Eq. (3), a;
represent the response of a moving average process, while
b; represent an auto-regressive model. If these coefficients
are known, then the filter can be easily implemented in time
domain by a difference equation:

H(z) =

apx[n] + arz[n — 1]+ ...+ anz[n — N
—biyln — 1]+ ... + byyln — M| “4)

yln] =

where y[n] is the filter response, and x[n] its input.

In our method, as is done in Deczky’s method, the specifi-
cation of the filter is done by stipulating the desired response
and tolerance to given frequencies, while without requiring
that they are equally spaced. We, however, modify the way that
tolerance is taken into account, and thus create an objective
function to guide the optimization in a different form from
the traditionally used mean squared error. We also include in
our method an heuristic that allows the search for the best
orders of the model. We show that this is an optimization
problem that can be solved by an stochastic method, and use
a combination of particle swarm optimization (PSO) [8] and
simulated annealing (SA) [7] to solve it.

This paper is organized as follows: in section II we show
how to specify the filter and design an appropriate cost
function to be minimized to guide the search for the optimal
filter; in section III we show how to combine the two cited
algorithms to converge the filter, with the necessary modifica-
tions that allow for the best model orders; in section IV we
show the results of simullations and in section V we conclude
the paper and direct future research.

II. ARBITRARY RESPONSE FILTER DESIGN FOR
OPTIMIZATION PROCEDURES

Specification is a first step in the design of the filter. In
general, since real filters are approximations, it is necessary
to specify a tolerance. Typically, a filter is specified by deter-
mining its pass- and stopband, and a transition band between
them. Behaviour in the transition band is usually not specified,
but a smooth transition is in general expected. Tolerance in
each band is usually given in dB, from which absolute values
can be computed. The aim of filter design techniques is to
fulfill the specification.

Where arbitrary response is needed, specification is done in
a slightly different way, although traditional methods can be
mapped into these. The method proposed by Deczky[2] stab-
lishes that the filter can be specified by a set of L samples of
frequency response. Let |H (e/“*)| be the magnitude response
desired for the frequency wy. The L frequencies in the set
don’t need to be equally spaced, that is, it is not required that
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wr —wi—1 = K, with K being a constant. In the same way,
the group delay 7(wy) is specified for each frequency in the
set. The error commited in the approximation of the magnitude
of the response is given by

L
By =Y Walwr) [[H()] = ()| ©)
k=1

and the error in the approximation of the group delay is
L

Br =Y Welwn) rwi) = 7@) =l (©)
k=1

where H(wy) is the approximation of the filter, 7 is the
approximation to the group delay, Wy (w) e W, (w) are
functions that weight the error for each frequency, and 7,
is used to compensate for the time delay of the filter. The
method consists in minimizing the sum aFy + (1 — o) E;,
with 0 < a < 1, by using any optimization method.

In this model, the tolerance is given in the form of the
Wy (w) and W, (w) multipliers. This solution is suboptimal,
because tolerance, in fact, is not a ratio of the magnitude
respone, but a maximal deviation from the desired value. It can
be better modeled as a restriction to the optimization problem,
thus a method designed to take restrictions into account will
probably do better in the convergence[5]. If it is desired that,
for a given frequency, that the tolerance is 6(wy), in absolute
values, then the optimization of the filter must be given under
the restriction

H(e/) — H(e™)| = 8(wy) <0 (7)

Eq. (7) is a restriction given in the form of an inequality,
which can be solved with the use of Lagrange multipliers
[9][10]. However, when the solution is obtained through
iterative methods (such is the case of computational methods),
restrictions are better given in the by adding a penalty to
the objective function [5][11]. With this procedure, there is
an additional cost if the approximation diverges from the
restriction, which pushes the optimizer in the desired direction.
The general form of the penalization is to create a new
objective function given by

L(w) =J(w)+ AP{G(w)} (8)

where J(w) is the original objective function of an arbitrary
vector of parameters w, G(w) < 0 is the restriction, and P is
a penalty function. A typical function for inequalities is given
by

P{G} = | max{0, G}’ ©)

with p being a positive integer, typically 2.

The behaviour of this function is as follows. When G(w) is
below 0, the restriction is satisfied, thus no penalty is applied,
because of the max operation. However, if G(w) becomes
greater than 0, a positive value is added to the cost function.

Since the tolerance of a filter can be put in the form of an
inequality of this type, as in Eq. (7), we can use it to improve
the objective function used to find good coefficients to the
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Fig. 1. Objective function for the computational design of a filter, from the
desired magnitude response as a function of frequency.

approximated filter. We stablish the following function as the
objective

L 2

Jw) = Y ‘H(ej‘“’“) — H(eI (10)
k=1
+ ‘max {o, H(eir) — F(e7%)| — 5(wk)} ]2

The mean squared error is still part of the performance
criterium, with added penalty. Notice that this would work in
very simmilar ways whether the filter model used coefficients
of pairs of poles and zeros. The squared error from H (e7%)
to H(e’“) ensures that the approximation converges to the
desired response, while the use of the penalty function respects
the tolerance J(w). Notice also that H(e’“) can be put in
the form of a complex number, thus magnitude and phase
are taken into account simultaneously. Since tolerance is also
computed in the same expression, this has a small impact in
the efficiency of the algorithm.

Figure 1 shows the general aspect of the objective function
for the magnitude of a given filter. It is possible to see in this
figure how an interval around the desired response gives some
flexibilty to the approximation; in the same way, leaving this
region causes a sensible growth in the values of the penalty
function.

The most usual way to develop an approximation for a
function is in the form of a parametric model. We opted for
an autoregressive—moving average model (ARMA). Our filter
will follow the equation

ﬁ(z) __ap + alzfl + a2272 + ...+ aszN
T l4biz ez 24 . .+ byz M

1)

In Eq. (11), there are some free parameters, the coefficients
ag,ay,...,ayn and by, by, ..., by that can be adjusted to make
the model fit the specification. The parameter vector w to the
objective function is given by

W = I:(Zo, ai, ..., OGN, b17 b27 (RN} bM ]t (12)

where w' is the transpose of the vector w.

To get around a limitation existent in other methods, we
add two more parameters in the optimization: the orders N
e M of the filter in Eq. (11). It is interesting to notice that
adding the orders to the set of minimization parameters makes
it possible to modify the cost function to guide the orders
to appropriate values. For example, we could penalyze high
orders if we want small filters or values of N higher than
M if we want a pure rational function. As said before, these
parameters are integers, and classical optimization methods
can’t deal accordingly with them. In the next section, we show
how to use stochastic optimization techniques to find the best
fitting.

III. STOCHASTIC OPTIMIZATION

The addition of two integers parameters, although they
increase the flexibility of the design and allow to find the best
model, also adds complexity to the convergence in two ways.
First, they are integer values, and their optimization must be
made in a discrete way. While there are numerous algorithms
to optimize integers[5][12], in this case they are mixed with
real parameters (the filter coefficients). While it is possible to
adapt discrete optimizers to work with continuous values or
continuous optimizers to deal with discrete values, the results
are in general suboptimal [5].

Second, the change in any of these values changes the
topology of the filter, and, in consequence, the shape of the
parameter vector w. The design algorithm must take these two
effects into account.

In theory, it would be possible to define an interval of values
for each of these parameters and try every combination of
orders, with V ranging from 0 to N,,4, and M ranging from
0 to Mp,q4., and recording the best results. This method is
called exhaustive search, and, while it can usually find the
best design, it is prohibitively complex: the task of a full
search in this interval is N, 40 X Mnas, that is, it would be, in
fact, not one but a number of different optimizations, which is
very inefficient. Also, this would limit the application of the
design in an adaptive way, since any change in the statistics
of the processed signals would demand the execution of the
algorithm from the beginning.

An alternative is to start with an educated guess for the
orders of the filters and increase or decrease them if the
estimates don’t perform well enough. This approach has been
successfully used in simmilar tasks, but it is possible to see two
challenges in using this strategy in this case: it can be difficult
to determine if the order of the model should go up or down
if a change is required and it can be even more difficult to
determine if it is the moving average (INV) or the autoregressive
(M) order to change.
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An stochastic method deals with these issues because the
heuristics in the search are random. Thus, a change is made at
random, increasing or decreasing any or both of the orders,
but it is only kept if it results in a better performance.
The simulated annealing heuristics is a method known to
perform well with discrete convergence. Continuous stochastic
optimizers are known to perform well when the model has a
high number of free parameters, and particle swarm optimizers
have been shown to perform slightly better in that cases [8].
Given the number of coefficients in the filter model, it is
our choice for this case. We will use, thus, a combination of
simulated annealing and particle swarm optimization — the
last to converge the coefficients, and the former to converge
the orders of the filter.

A. Simulated Annealing

Simulated annealing (SA) is an stochastic heuristic for
global optimization of a given objective function, usually
used when the search space is discrete. It is based on the
annealing occurring in the cooling process of metals. The
atoms of a metal plate that has been heated have, due to the
temperature, high energy, and vibrate randomly through the
crystal structure. If the plate is suddenly cooled, atoms will
get stuck in positions of high energy. This can be the cause
of defects, since the atoms have the tendency to search for
states of low energy. If the cooling is slow, however, atoms
have a high chance to find a position with low energy, making
it difficult to move them. This makes the desirable properties
of the metal more prominent.

This idea has been adapted as a search algorithm, used both
in discrete and continuous search spaces. In filter design, it
has been used in works such as [13], [14] and [15]. In these
works, however, it was used to converge the coefficients of the
respective models, and not their orders.

As a stochastic search method, simulated annealing works
as this: an estimate of the solution is seen as an atom with high
energy, due to high temperature of the process (temperature,
here, is only an analogy, and do not refer to the actual
temperature of a metal plate). The energy associated with
the position of the solution is computed from the objective
function. At each iteration, a new position is obtained from
the present estimate. If the new estimate is a better solution,
it is kept. However, it isn’t just simply discarded in the other
case: depending of the temperature, it might be kept even if
it is a worst solution — by allowing bad estimates to sustain,
local minima might be avoided. To control the randomness
of the process, the temperature of the algorithm is reduced at
each iteration.

Algorithm 1 shows the steps of the procedure. It is described
here in a generic way, the adaptation for the specific task will
be given shortly. In it, £ is the time index, and the first estimate
w|0] is randomly generated in the interval [0, max]| for each
parameter, with max being the maximum value allowed for
that specific parameter. The algorithm is instructed to keep
the best estimate at any time in the vector wy, to make it
certain that, in the end, the best generated solution is available.

Algorithm 1 Simulated annealing.
w|0] < {wy[0]|w,[0] = U(0, maz)}
w;[0] + wl0]
while not converged do

wlk] < V(wlk])

51K] < J (w[k]) — J(wlk])

if 6[k] < 0 or e 9¥/T > /(0,1) then
wlk + 1] + wplk]

end if

if J(w,,[k]) > J(wy[k]) then

else
Wb[k + 1} < Wb[k]

end if

end while

Function V' (w) is the computation of a new position given the
present estimate.

B. Particle Swarm Optimization

Particle swarm optimization (PSO) is an stochastic heuristic
based on the flying pattern of flocks of birds, normally used
when the search space is continuous, and has been observed
to perform better then similar algorithms when the dimen-
sionality of the search space is high [8]. Flocks consists in a
number of birds flying independently, each individual choosing
by itself towards which direction; but in each flock there is a
leader that the other individuals also follow. The leader is not
always the same — the flock changes its leadership during
flight.

As an optimization technique, it works in a way very similar
to genetic algorithms [16][17]. It was used in the problem of
filter design in papers such as [18], [19] and [20], but, as with
the simmulated annealing, the order of the filter was not taken
into consideration in any of these works.

In a particle swarm optimizer, there is a population W
of individuals, each one representing a possible solution,
and wandering through the search space with a given speed.
At each iteration, the position of the individual is adjusted
according to its velocity, that is

Wik + 1] = wp,[k] + vin [K] (13)

where w,,, is the position of the m-th individual, and v, its
velocity. Both vectors have the same number of parameters,
and Eq. (13) is dimensionally correct if the time interval is a
unit.

The velocity of each individual is adjusted according to two
parameters: the best solution found by that specific individual
at any time, which is called the local best or cognitive term,
and the best solution found by all individuals, which is called
the global best or social term. The velocity update is given by

vk +1] = &(vim[k] +c1U0(0, 1) (pm[k] — Wi [K])

+coU(0, 1) (g[k] — win[k])) (14)
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where ¢; and cs are constants; U(0, 1) represents a vector with
the same dimensionality as the individual, with components
randomly chosen in the given interval; p,, is the local best
and g is the global best. The constant x adds inertia to
the movement of the individual and is called the constrition
constant. It is computed as

15)

2
R =
‘2—s0—\/<p2—490‘

where ¢ = c; + co and cannot be smaller than 4. Typical
values for both ¢; as ¢, range from 2.01 to 2.1.

Algorithm 2 shows in a simplified way the behaviour of the
algorithm. There, k is the time index, and the first estimate
w|0] is randomly generated in the interval allowed for the
corresponding parameter. This is represented by U(a, b), that
is the generation of a uniformly distributed vector in the range
allowed for each component of the vector.

Algorithm 2 Particle swarm optimization.
WI[0] + {wpm,m =1,....M | w,, + U(a,b),n =

1,...,N}.
V0] « {vp,m = 1,...,M | v, < U(a,b),n =
1,...,N}.

while not converged do
for each w,,,, v,, do
vinlk + 1] — viu[k] + 1 U0, 1) (pm[k]
c2U(0,1)(g[k] — wi[k])
Wik + 1] < wp,[k] + vin [k + 1]
if J(wp,[k+1]) < J(pm[k]) then
Pmlk + 1] + Wi, [k + 1]
else
Pm[k + 1] < pm[K]
end if
if J(wp,[k+1]) < J(g[k]) then
glk + 1] + wy, [k + 1]
else
glk + 1] < gl#]
end if
end for
end while

—wnlk]) +

C. Design Algorithm

The design of a filter uses a combination of a pass of
simulated annealing to search for the optimal orders, followed
by some passes of a particle swarm optimization to search for
the best coefficient set. In each of these paths, some actions
must be taken.

If the SA indicates a decrease in any of the orders, the
corresponding coefficients are discarded; otherwise, if an order
is increased, the coefficients are reinitialized with zeroes.

The PSO pass should be run a number of times before
another SA pass. Usually, the number of iterations doesn’t
need to be big, since most, if not all, of the coefficients will
be preserved from one SA pass to another. By iterating in this

manner, the PSO can converge the coefficients at the same
time that SA converges the orders. In our simulations, we
used 20 passes of the PSO algorithm for each pass of the SA
algorithm.

The stop condition used is given by the cost function itself:
when a good approximation is found, the difference from
H(e*) to H(e*) will be small, and, most likely, the filter
will fall in the stipulated tolerance. Thus, the stop condition
is given by

[J(w)| <e (16)

where ¢ is a small number that is dependent on the precision
needed. A good measure is to use the following equation:

e=LA? (17)

where A is the precision and L is the number of samples of
the frequency response. Eq. (17) can be justified as being the
average squared error, and is, also in average, the value of the
cost function if A is less than the averaged tolerance for each
frequency. Algorithm 3 sums up the procedure.

Algorithm 3 Filter design.

while J(w) < ¢ do
Execute SA pass on the filter orders
Adjust w for order change
for 20 passes do

Execute PSO pass on the coefficients

end for

end while

IV. SIMULATIONS AND RESULTS

The algorithm was tested with a number of specifications.
We report here three cases, with results. In each case, we
compared the performance of the algorithm with the exhaus-
tive search using Deczky algorithm. The maximum value for
both orders was 10, in both tested methods.

The specification for the design of the filter in the first
simulation was obtained by 64 uniformly spaced samples or
the frequency response in Eq. (18). Tolerance was 0.05 in
absolute values, which corresponds to 5% of the maximum
magnitude of the filter.

1, if w< T
; 3r/d—w .. 37 3
H(ewy={ 229 2T <28 18
(e”) 34 0 g =YY= (18)
0 ifws T
b w 4

Figure 2 shows the results of the simulation. Deczky’s
method was able to find a filter with order 5 x 6 order,
after 193533 iterations in the complete search (ie.: searching
through all possible combinations of orders). The cost function
after convergence was 0.002132884. Our method was able to
find a 4 x 8 filter after 243 iterations, with a final value of the
cost function of 0.002874102.
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Fig. 2. Results of the design for a filter with a well defined response. In dots,
the desired response, in full, the designed filter. In (a), the result of Deczky’s
method, in (b) the result of the proposed method.

Figure 3 shows the result of the second simulation. Filter
specification was given as 9 points equally spaced in the fre-
quency domain, as shown by the bars in the figure. Tolerance
was again (.05 in absolute values.

Deczky’s method found a 5 x 4 filter after 149733 iterations,
with a final value of cost function of 0.000942361. Our method
was able to find a 4 x 5 order filter after 53 iterations, with
final value in the cost function of 0.00125144.

Finally, specification for the third simulation was given by
a set of points equally spaced in the passband, with tolerance
0.05 in absolute values, and a set of points in the stopband.
No specification was made for the transition band. The goal
of this design was to see the performance of the algorithm
in the interval where no specification is given. It is a well
known fact approximation methods can perform poorly where
no behaviour is specified. In general, specification for filters
is not given in the transition band, but a smooth transition is
expected.

Figure 4 shows the results. As in the first and second cases,
Deczky’s algorithm performed slightly better if final value of
the cost function is considered. The result was a 7 x 8 order
filter after 131676 iterations in the exhaustive search, for an
error of 0.000752250. Our method was able to find a set of
coefficients for a 4 x 4 order filter after 82 iterations for an
error of 0.00148903. It is interesting to see that the behaviour
of the Deczky filter in the transition band was not ideal.

From these results, it is clear that Deczky’s algorithm could
find slightly better results, if final error is considered. But this
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Fig. 3. Results of the design for a filter with a well defined response. In dots,
the desired response, in full, the designed filter. In (a), the result of Deczky’s
method, in (b) the result of the proposed method.
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Fig. 4. Results of the design for a filter with a well defined response. In dots,
the desired response, in full, the designed filter. In (a), the result of Deczky’s
method, in (b) the result of the proposed method.



54 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

small increase in the performance is obtained at the cost of
a fairly greater number of iterations. The proposed method
was able to find a suitable filter with better computational
performance.

V. CONCLUSION

This paper presented a flexible design method for filters
following arbitrary specifications, both in magnitude, phase
and tolerance requirements. A suitable cost function was
developed. By using stochastic optimization techniques, the
algorithm was able to converge the order and the set of
coefficients for a filter, following an ARMA model. The
algorithm used simulated annealing to search for the orders,
which are integer values, and particle swarm optimization to
converge the coefficients, which are real values.

Our results show that the algorithm consistently converges
to good results. We compared, in our tests, with the re-
sults obtained by the classic Deczky algorithm. Although the
Deczky algorithm performed consistently better than ours, the
difference is very small, and the filters designed by our method
were in conformity with the specifications. The small decrease
in the quality of the filter is compensated by the gain in the
speed of convergence — since the Deczky algorithm needs an
exhaustive search to find the best order, our method was able
to find a solution good enough with a number of iterations
about two orders of magnitude lower.

Future works should focus in testing the method against
non-estationary filters. These kind of problem is usually very
hard to be solved. It is believed that the speed of convergence
of this algorithm is enough to model these kind of systems.
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Multi-style Training Analysis for Robust Speech
Recognition
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Abstract— The objective of this work is to investigate the
degradation introduced by noise in a continuous ASR (Automatic
speech recognition) and decide whether or not it is gainful to
use a extract of this noisy environment to train a ASR system’s
parameters.

Index Terms— Automatic speech recognition, Robust speech
recognition.

I. INTRODUCTION

Despite decades of research on noise robustness, leading
researchers in the field have called on a serious effort to
improve recognizer performance in noise [1]. The main reason
for poor accuracy in noise is a mismatch between the original
conditions of the data used to train the system and the actual
noisy environment it is tested in.

Noise robustness methods can be classified by how they
address this problem. Standard approaches are:

o Front-end Compensation;
« Inherently Robust Front-end;
¢ Model-based Compensation.

In front-end compensation, noise is explicitly removed from
the observed speech to better match the clean models of
speech. These methods provide an estimation of the clean
speech parameterization in order to reduce the mismatch
between training (clean) and recognition (noisy) conditions.
This way, the clean version of the speech is recognized using
models trained under clean conditions. In this category, we
can find the following methods: parameter mapping [2][3][5],
spectral subtraction [6], statistical enhancement [4], compen-
sation based on clean speech models [7][8][9][10].

In the Inherently Robust Front-end approach, the goal is
to seek for speech features that are immune to noise. A
common assumption in the speech parameterization methods is
that the speech is considered to be independent of the noise.
Among the various methods that use this approach we cite:
application of liftering windows [11], methods based on audi-
tory models [12][13][14][15], mel-scaled cepstrum [14][16],
discriminative parameterizations [17][18], slow variation re-
moval [16][19][20][21][22] and inclusion of time derivatives
of parameters [23][24].

Finally, in model-based compensation, acoustic model pa-
rameters can be adapted to reflect the effects of noise. This

Carlos Alberto Ynoguti
Instituto Nacional de Telecomunicagdes - Inatel
P.O. Box 05 - 37540-000
Santa Rita do Sapucai - MG - Brazil
ynoguti @inatel.br

technique allows to adapt the HMM’s (Hidden Markov Model)
emission matrix to account for the degree to which the noise
will affect its mean and variance elements. However improve-
ment in results typically come with a significant computational
cost [25]. Among the methods that use this approach, we can
cite: HMM decomposition [26][27], state dependent Wiener
filtering [28], statistical adaptation of HMMs [16] and con-
tamination of the training database [29].

A schematic view of these process in an ASR system is
shown in Figure 1.

This work can be classified in the third approach, more
precisely in the contamination of the training database method.
Several ideas can be tested: one could train a single system
with all noise types and SNRs. Alternatively, one would train
a specific ASR for each noise type and level and switch among
all of these systems according to the incoming speech. Some
questions arise from these approaches:

o Is it possible to have a single system that can deal with
all types of noise in all possible SNR scenarios? In this
case, how would be the performance of such system?

« Besides the noise type, the actual SNR of the incoming
speech is also an important parameter to take into ac-
count. How to deal with this problem?

o In another scenario, we could have a specific ASR for
a given noise type. The question to be answered here is
whether if the gain worth the effort.

« For the second scenario, what would happen if we choose
the wrong noise type (and therefore the wrong system)
for a given situation?

The aim of this work is to search for answers for the
first three questions. The last one is left for a future work.
The rest of this paper is organized as follows: in Secton II
the experimental apparatus used for the tests is described.
Section III shows the tests that were performed, together with
the results and analysis. Finally, Section IV brings the final
conclusions for this work.

II. EXPERIMENTAL SETUP

In order to answer the questions a series of experiments
were performed. They will be described and analyzed later
in this work. Before entering in detail about the results, it is
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necessary to describe the experimental setup used to perform
the tests, and this section is dedicated to this task.

A. Speech recognition engine

The engine used for the experiments is a phoneme based,
continuous density HMM developed in [30]. Each phone
consists of a 3 state HMM, with the allowed transitions among
states as shown in Figure 2.

Fig. 2. Phone model used in the ASR system.

The acoustic parameters were the 12 MFCC, together with
their first and second derivatives, leading to feature vectors of
dimension 36. For each state, a mixture of 10 multidimensional
gaussian distributions with diagonal covariance matrix was
used.

The phonetic transcription of each vocabulary word was
performed by 36 context independent phone models, and
a bigram language model was also used to improve the
recognition performance [30].

B. Database

The speech corpus were comprised of 40 adult speaker, 20
men and 20 women [31]. Each of them recorded 40 utterances
in Brazilian Portuguese. The material that was recorded came
from phonetically balanced sentences suggested in [32], and
have a total of 694 words. Therefore, the problem at hand
can be considered as speaker independent, continuous speech
recognition with a medium size vocabulary.

All audio files were recorded in a low noise environment,
at 8kHz sample rate and 16-bit coded.

To generate the noise corrupted versions of these recordings,
the noises from Aurora database [29] were used. These are
airport, babble, car, exhibition, restaurant, street, subway and

<>

Models
v

Different approaches for speech recognition and their point of application in an ASR system.

train. Six versions of each utterance were created by electron-
ically adding these noises at the following SNRs: 20, 15, 10,
5, 0 and -5 dB.

III. RESULTS

In this section, the tests and the results that support our
conclusions are described. Some comments and conclusions
are shown as well.

A. Baseline system

The baseline proposed here is a system trained with clean
utterances and also tested with clean utterances. The result
for this scenario was 82.90% of words correctly recognized
considering substitution and deletion errors. However includ-
ing errors due to insertion this total decline to 75%. For this
reason this system has a 75% word accuracy. These and next
results were calculated using the sclite tool, provided by NIST

[33].

B. System trained with clean speech and tested with noisy
speech

The second test were performed with the same system
(trained with clean speech), but tested against a database
corrupted with noise.

The results, summarized in Table I show a dramatic per-
formance drop, a result that is expected due to the great
mismatch between the noise conditions in the training and

testing material.

TABLE I
WORD ACCURACY RESULTING FROM A SYSTEM TRAINED WITH CLEAN
UTTERANCES AND TESTED AGAINST THE CONTAMINATED CORPUS.

| [ SNR20 | SNRI5 | SNRIO | SNR5 | SNRO | SNR- |

Airport 41.4% 31.6% 18.2% 0.4% -4.10% | -12.5%
Babble 48.2% 31.5% 14.5% -5.2% -7.6% -0.9%
Car 55.7% 41.3% 22.3% 2.7% 2.5% 3.8%
Exhibition | 31.1% 10.2% -0.7% -1.5% -6.3% -2.8%
Restaurant 38.1% 19.5% 6.9% -5.4% -9.4% -0.4%
Street 41.8% 23.8% 19.2% 7.0% -3.1% 1.7%
Subway 27.7% 17.6% -0.4% -6.5% -3.1% 0.8%
Train 64.8% 55.7% 37.3% 18.1% 5.3% 5.3%




PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

C. System trained with all noise types and SNRs

From the previous results it is clear that the next step is to
train a ASR system using a corrupted training material. The
first approach was to train the system with all noise types
and SNRs. The underlying hypothesis is that a system that is
exposed to all possible situations should be more robust and
therefore have better performance. Table II shows the results
for this tests.

TABLE 11
WORD ACCURACY RESULTING FROM A SYSTEM TRAINED WITH AUDIOS
CONTAMINATED WITH ALL NOISES AND ALL NOISE LEVELS (SNR) AND
TESTED AGAINST THE CONTAMINATED CORPUS

| [ SNR20 [ SNRI5 | SNRIO | SNR5 | SNRO | SNR-5 |
Airport_| 52.8% | 49.7% | 429% | 22.6% | 71% | -11.2%
Babble | 49.4% | 440% | 33.1% | 165% | -1.1% | 09%
Car 521% | 61.5% | 53.9% | 21.1% | -1.0% | 3.2%
Exhibition | 61.5% | 56.2% | 33.1% | 147% | 33% | 22%
Restaurant | 51.3% | 520% | 41.7% | 17.7% | 2.6% | -1.8%
Street | 435% | 35.5% | 319% | 219% | 03% | 3.1%
Subway | 54.8% | 50.6% | 358% | 16.1% | 4.1% | 0.8%
Train 587% | 669% | 63.5% | 559% | 25.6% | -1.3%

It can be seen that, in general, the results are better than in
previous case, but it not true for all situations. For example the
test with the car noise with SNR = 20 dB presented a worst
result when compared with the previous test, an unexpected
result.

One possible explanation for this result is that utterances
with low SNR have lost the speech information. Therefore, the
system is trained mainly with noise and not with the actual
speech signal. In this way, the speech recognition system
becomes a noise recognition system.

To test this hypothesis, another test set was performed, now
using only utterances with “high” SNRs. The results of these
tests are shown in the sequel.

D. System trained with all noises, but only with SNR = 20 dB
and SNR = 15dB

As observed in the previous section, training an ASR system
with all SNRs doesn’t lead to a good performance maybe
because in this case the system is starting to model the noise
instead of the speech.

To verify this point, we trained a system with all noise types,
but only with SNR = 15dB and SNR = 20 dB. The results of
these tests are shown in Table III

The results of these tests show a big improvement when
compared to the previous ones. Therefore, the hypothesis that
when training an ASR system with high noise levels lead to
a poor performance because the system starts to model only
the noise is verified.

An interesting point is that the performance is better even
for heavily degraded signals (lower SNRs), corroborating the
above hypothesis.
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TABLE III
‘WORD ACCURACY FOR A SYSTEM TRAINED WITH ALL NOISE TYPES BUT
ONLY NOISE LEVELS OF 15 DB AND 20 DB AND TESTED AGAINST THE
CONTAMINATED CORPUS.

| [ SNR20 | SNRI5 | SNRIO | SNR5 | SNRO | SNR-5 ]
Airport__ | 753% | 694% | 53.9% | 240% | 42% | 3.3%
Babble | 73.8% | 62.0% | 41.7% | 14.5% | 0.5% | 4.6%
Car 685% | 682% | 48.5% | 152% | 0.8% | 19%
Exhibition | 73.4% | 594% | 31.6% | 51% | 04% | 1.6%
Restaurant | 68.5% | 63.1% | 38.% | 142% | -1.1% | 0.5%
Steet | 644% | 51.2% | 46.0% | 31.6% | 54% | 1.1%
Subway | 69.2% | 64.8% | 400% | 8.1% | 06% | 1.7%
Train 75.6% | 16.1% | 64.4% | 44.6% | 13.5% | -04%

E. Systems trained and tested with the same noise type

The final question to be answered is whether if is there any
gain by training a system to be used for a specific noise type.
Intuitively, this approach should lead to a better performance
due to a better acoustic matching between the training and
testing conditions.

To verify this for each noise used on this paper a HMM
was trained using as its training database utterances corrupted
with each of these noise and a SNR = 20 dB. On Table IV
each line represents values when the testing utterances have
been corrupted with a determined noise and SNR inserted on
a HMM trained with the same noise.

TABLE IV
WORD ACCURACY RESULTING FROM SYSTEMS TRAINED AND TESTED
WITH THE SAME NOISE TYPE. AS BEFORE, ONLY UTTERANCES WITH SNR
=15 DB AND SNR =20 DB WERE USED TO TRAIN THE SYSTEM.

| [ SNR20 | SNRI5 | SNRIO | SNR5 | SNRO | SNR-5 |
Airport__ | 77.5% | 73.6% | 563% | 28.8% | 44% | -1.1%
Babble | 70.1% | 68.7% | 56.1% | 159% | 2.5% | 2.6%
Car 718% | 724% | 563% | 155% | 0.6% | 3.0%
Exhibition | 75.8% | 703% | 48.8% | 145% | -4.1% | 03%
Restaurant | 70.0% | 63.5% | 49.6% | 21.0% | 1.0% | 02%
Steet | 63.0% | 53.6% | 39.1% | 243% | 3.1% | 0.2%
Subway | 753% | 71.1% | 48.1% | 13.6% | 1.4% | 3.1%
Train | 702% | 759% | 68.6% | 524% | 144% | -4,00%

The results show that, in general, the performance of these
systems is better when compared to a system trained with
all noises. However, in some cases, the performance is worst.
Therefore, we can conclude that a system trained with all noise
types have a better cost benefit.

IV. CONCLUSIONS

In this work, a study about the adequacy of the training
material to build a robust ASR were carried out.

The first tested hypothesis was that to better cope with
noise, we should train an ASR system with different noises and
SNRs. The test result showed that only part of this hypothesis
is true: as the signal to noise ratio falls, the noise mode starts
to dominate, the noisy speech means move towards the noise
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and the variances shrink. Eventually, the noise dominates and
there is little or no information left in the signal. The net
effect is that the probability distributions trained on clean data
become very poor estimates of the data distributions observed
in the noisy environment and recognition error rates increase
rapidly.

This result led to a new set of tests, where the system was
trained with all noise types, but only with utterances with
“high” SNR, that is, SNR = 20 dB and 15 dB. This strategy
led to a great improvement in the system’s performance,
corroborating the above conclusion.

The last question to be answered was if is there any gain
by training a system to be used for a specific noise type.
Intuitively, this approach should lead to a better performance
due to a better acoustic matching between the training and
testing conditions. However, the test results showed that there
is a little gain in most of cases, and the performance is even
worst in some cases.

Therefore, the best strategy seems to be to train a single
ASR system with all noise types but only with high SNRs.
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Abstract — This article proposes the use of Genetic Algorithms
(GA) to solve a Blind Source Separation (BSS) problem.
Although the subject of BSS by means of various techniques,
such as ICA, PCA and Neural Networks, has been largely
discussed in the literature, to date the possibility of employing
genetic algorithms has not been fully explored. The approach
presented here makes use of a genetic algorithm to blindly solve
the problem of separating speech signals in reverberant
environments. The system parameters are represented as
chromosomes and the Signal-to-Interference Ratio (SIR) for the
output channels is used as the fitness function for the GA.
Computer simulations show that the SIR is maximized and when
compared to the results produced by a standard time-domain
BSS algorithm, the method adopted here, has a little performance
gain over that.

Index Terms — BSS, Acoustic Environments,
Algorithms, Cocktail Party Problem.

Genetic

I. INTRODUCTION

Humans have the ability to focus their attention on a single
talker amongst a lot of conversations and background noise,
and yet, recognize a specific voice. This ability is known as
the “cocktail party effect”.

To mimic this behavior, the Blind Source Separation
problem was proposed. This problem consists of recovering
unknown signals or “sources” from several observed mixtures.
Typically, these mixtures are acquired by a set of sensors,
where each of them receives mixtures of all the sources. The
term “blind” is justified by the fact that the only a-priori
knowledge we have for the signals is their statistical
independence. No other information about the signal distortion
on the transfer paths from the sources to the sensors is
available beforehand.

There are many potential applications for blind source
separation techniques. Some of them refer to communication
systems [1], biomedical signal analysis such as MEG, ECG,
EEG [2], speech enhancement and noise reduction (denoising)
[3,4,5,6], and speech recognition [7,8].

The speech recognition technology is still vulnerable when
dealing with signals in the presence of acoustic interference.
Specifically, one of the most difficult problems encountered is
the interfering speech from competing stationary speakers.
Robust speech recognition in real environments still remains a
challenging task.

Generally, a great number of algorithms for BSS of speech

Carlos Alberto Ynoguti

Instituto Nacional de Telecomunicagdes - Inatel

P.O. Box 05 - 37540-000
Santa Rita do Sapucai - MG - Brazil
ynoguti@inatel.br

signals have been proposed [9,10]. However, most of them
deal with the instantaneous mixture of sources [9,10] and only
a few methods examine the case of convolutive mixtures of
speech signals [3-8].

In this paper we propose an off-line blind signal separation
method in the time domain which uses a genetic algorithm
(GA) [13] to separate speakers in a simulated reverberant
environment. This environment is simulated through the
convolution of the speech signals and the room impulse
response generated by the image method [11,12].

GA is a search technique to search for exact or approximate
solution to an optimization problem. This method expresses
the system parameters as a binary or real-valued array,
corresponding to chromosomes, and tries to find the optimum
solution for the system parameters, using an evolutionary
process. The chromosomes also correspond to individuals in a
population. This method can realize powerful optimization for
the system parameters.

In order to consider the reverberation, GA is introduced into
the blind separation system for temporally and spatially mixed
voices. The separating system is composed of non-recursive
linear filters. The filter coefficients are concatenated to make a
sequence as a chromosome. GA is applied to determine the
values of the filter coefficients, so that the SIR for each of the
system's output is maximized.

The structure of this paper is as follows: In the next section
the system model used to blindly separate speech signals in
reverberant environment is shown and then, in section III, we
discuss the principle of genetic algorithms and present the
basic method for separating convolutively mixed speech
signals, based on the maximization of the Signal-to-
Interference Ratio (SIR). In section IV, the experiments carried
out for the evaluation of the aforementioned algorithm's
performance are presented. Finally, in the last section some
conclusions are given.

II. MopeL OF BLIND SOURCE SEPARATION IN REVERBERANT
ENVIRONMENT

Let us assume that we have Q speech sources, denoted by
N q(n), g =1,...,0 , which are considered to be zero meaned,

mutually stochastic independent, in reverberant environment.
In addition, let P be the number of sensors (microphones).
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These microphones acquire the convolutive mixture of the
speech signals denoted by xp(n),p =1,...,P . Due to the

room acoustics, the sensors acquire besides the speakers'
speech signal, delayed versions as well as multiple echoes that
propagate in the room. In order to solve the BSS problem, we
make the assumption that the number of the speech signals
that must be separated is known beforehand and that it is equal
to the number of sensors, i.e., O = P. Figure 1 shows the
MIMO mixing and demixing system generally adopted for
BSS in order to model the acoustic environment.

Xy

Sensor |

Xp

|
]
|
|
|
|
|
* |
|
|
|
|
|
|
Sensor P |
J L

Mixing
System H

Demixing
System W

Figure 1: System modeling the acoustic environment.

The reverberation and sound absorption characteristics of a
room can be simulated through the convolution of the room’s
impulse response and the original source signals. An acoustic
impulse response can be precisely and efficiently simulated by
the Image Method [11][12].

The signal obtained from the microphones is expressed as
the following equation.

i M~

‘ M—1
x,n) = 1 kgo hy,kls, (n—k| (1)

q
As it can be seen, it is the equation of a M-tap mixing
(k),k=0,...M—1
coefficients of the finite impulse response (FIR) filter model
from the g-th source to the p-th sensor.

In BSS, we are interested in finding a corresponding
demixing system according to Figure 1, where the output

system, where /& a denotes  the

signals yq(n), g =1,..., P are described by

P L—1
yq(n) =Z 2 wpq(k]xp(n—k} 2)
p=14k=0
where WP~ I,....,P,qg=1,...,0 are the coefficients of

the demixing filters and L is the length of these filters.
It can be shown (see, e.g., [14]) that the MIMO demixing

system coefficients w » q(k) can in fact reconstruct [15] the

sources up to an unknown permutation and an unknown
filtering of the individual signals, where L should be chosen at

least equal to M.
The problem of the blind source separation is to determine

the values of wpq(k}, so that the output signals

yq(n), g =1,...,P are independent.

Several methods have been proposed over the years to solve
this problem. Typically, they adopt an evaluation function
which represents the degree of the independency between the
output signals yqfn), q=1,...,P and minimize it with a
certain method, such as a gradient method. Kawamoto et al.
showed that multiple voices mixed in noiseless reverberating
environment can be separated with a gradient method
minimizing the following equation [16].

0 =L {log Ely,(n-L))log det E[y(n~L) y(n—L)]} (3)

25

When Y, \n),g=1,...,P are independent, the value Q is
close to zero.

In BSS the evaluation function is known as cost function
and in GA it is known as fitness function, from now on we
adopt the latter term.

III. INTRODUCTION OF GENETIC ALGORITHMS INTO BLIND SOURCE
SEPARATION

A. Principle of Genetic Algorithms

A genetic algorithm (GA) is a technique to search for the
optimal or suboptimal solution of a system by maximizing a
certain evaluation function named as fitness function. GA
initially generates a population of individuals, which
correspond to chromosomes in genetics. The initial individuals
are generated randomly. Each individual represents a whole
system configuration (in our case, the weigths of the demixing
filter). Then the fitness function value of these individuals is
evaluated and those with higher values are selected as
survivors to the next generation. Moreover, new individuals
are additionally reproduced by crossover and mutation using
the survivors, and accordingly a new population is created.
Then the evaluation of the fitness function value for all
individuals, selection, and reproduction are carried out and
this procedure is iterated until the fitness function takes a high
enough value or gets saturated adequately. Finally, the solution
of the system parameter is obtained from the individual which
takes the highest fitness function value. This procedure is
shown in Figure 2.

B. Application of Genetic Algorithm to Blind Source

Separation

GA can be applied to the problem of blind source separation
by adopting an evaluation function which can be maximized.
Here, an individual is generated as a sequence of the filter

coefficients qufk | in (2) as shown in Figure 3.

In this paper we present a brand-new approach for the
fitness function. We adopt the Signal-to-Interference Ratio,
shown in equation (4), as the fitness function.



PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011 61

E{yi‘)q(‘n‘]}

£y, ]
»q
2 “4)

C :SIRy =10 log
S]quw 10 log

where Y q(n] is the component containing the desired

source S r[n) and Y . q(”) is the crosstalk component in the

g-th output channel stemming from the remaining point
sources that could not be suppressed by the BSS algorithm. In
general, the desired source at the g-th output channel can be
any of the source signals due to the permutation ambiguity. As
shown in (3), the expectation operator E{-} has to be replaced
in practice by a time-average.

In order to use (4) as the fitness function, we first have to
apply each of the individuals (chromosomes) generated by the
GA procedure to equation (2) to obtain the outputs y.

Initial setting of
the population
Applying all the individuals to

the fimess function (SR

:

Judgment and
selection

W LHTE r!.l"f.'J(*.u.' wertisfoactory

EHaLgR?
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|
|
|
| Reproducton
|
|
|

Figure 2: The procedure of the genetic algorithm.
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Figure 3: The structure of a chromosome.

In this work we adopt real-valued GA for correspondence
with signal processing. In summary, the GA-based BSS
algorithm can be implemented as the following iterative
procedure.

(a) Initial setting

An initial population of 7 individuals as shown in Figure 3 is
created from a random initial set of parameters. The length of
each individual is 4L, because we have 4 demixing filters of
length L.

(b) Selection

The input voice signals xp[nl,pz l,....,P are processed

according to (2), using the 7 sets of parameters w pq(k) , in

order to obtain / sets of output signals yq[n), g=1....P .

Then (4) is used to obtain the fitness evaluation C for each
individual. The R individuals with the higher value of C are
selected to survive for the next generation. The remaining /-R
individuals are discarded
(c) Crossover

Here, we adopt the reproduction technique known as the
uniform crossover to adequately mix the characteristics of the
parents. This technique is depicted in Figure 4. Then, S pairs
of the survived R individuals are randomly selected and
crossover is performed with them. In the uniform crossover,

each w » q(k} in the descendant chromosomes take the value

of the corresponding w » q(k] in either of the parents at a

probability of 50%. In this stage, 25 new individuals are
generated.
(d) Mutation

After reproduction (crossover) takes place, (I-R-2S)
individuals are newly generated by mutation. After mutation,
P individuals are prepared for the next generation. In order to

avoid the trap of the plateau of convergence, every w » q(k]\
constituting a chromosome is randomly changed, ie., a
random value in a certain range is added to every w pq[k) .
(e) Termination

Finally, the new population is applied to equation (2) along
with the mixed signals x pﬂn),p =1,....,P and the value C for

every chromosome in the new population is evaluated. If the
value C is greater than a predefined threshold, the individual is
chosen as the solution and the procedure is finished. The

separation of the mixed speech signals is performed by (2)
making use of the filter coefficients w » q(k} obtained as the

solution.
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Figure 4: An example of the uniform crossover.

IV. CoMPUTER SIMULATIONS

A. Simulated Mixture Model and GA

The experiments executed for this work were focused on
testing the proposed GA-based BSS method in the case of two
simultaneous speakers in a reverberant simulated environment.
Filters with 447 taps (M = 447) were generated by the image
method with the purpose of simulating the acoustical behavior
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of a real room. Two audio signals with 5 seconds of speech
were convolved with the synthetic impulse response of a room
generated by the image method. This speech signals
correspond to a male and a female speaker voices. The
recordings were taken in a low noise environment with 11025
Hz sampling frequency and 16 bits of resolution.

The length L of the demixing filters is made equal to the
length M of the mixing filtes, so we have L=M=447. The

demixing filters W i.€., the initial set of chromosomes, are

rq
randomly initialized. The parameters /, R and S are made equal

to 100, 50 and 25 respectively.

B. Results of Computer Simulations

Figures 5 and 6 present the average SIR for both output
channels when the GA-based BSS and the standard BSS
methods are respectively adopted. In both experiments, the
same set of speech signals and number of filter coefficients L
and M were used. The standard BBS method relies on the
minimization of a cost function through the use of a gradient
descent approach. The technique used to adapt the step size of
the standard BSS method is known as fixed step size [17], and
it is made equal to 0.002.

According to the results shown in Table 1, when the GA-
based BSS method is adopted, the average time for each epoch
is approximately 16.9 times smaller than the average time
presented for the standard BBS method. It should be also
noted that the final SIR for the GA-based BSS method is also
greater than the final value achieved by the standard BBS
method.

SIR in B for the average SIR of bath Channels

2 S Y
o 100 200 Joo 400 s00

Mumber of iterations

Figure 5: Average SIR for both output channels with GA-based BSS method.

SIR in dB for the average SIR of hoth Channels
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Figure 6: Average SIR for both output channels with standard BSS method.

TABLE I:
COMPARISON BETWEEN BSS METHODS.
Method Initial SIR | Final SIR | Avg. time per epoch
[dB] [dB] [s]
GA-based BSS 14 15.23 1.96
Std. BSS ' 14.75 33.13

V. CONCLUSIONS

A method for blind source separation is proposed using GA
in order to separate the mixed speech signals effectively in a
reverberating environment. Here, a fitness function
considering the maximization of the Signal-to-Interference
Ratio (SIR) is adopted. As showed in section 4, the method
proposed here outperforms the standard one in both final SIR
value and elapsed time per iteration.

During subjective auditory tests, it was noticed that the GA-
based BSS algorithm proposed here produced output signals
with metallic artifacts. But, although it produced such audible
artifacts, additional analysis must be carried out in order to
verify its possible use as an front-end tool for Automatic
Speech Recognition (ASR) systems once the human auditory
system possesses different perception properties of sounds
than such systems.

Therefore, as for further research, the use of the GA-based
BBS method proposed here as a preprocessing tool for ASR
systems is to be studied. The proposed method seems to be
able to improve the performance of such systems.
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Abstract—This work presents measured and simulated
results of indoor radio channel characterization in
Femtocells in auditorium at the Catholic University of Rio
de Janeiro (PUC-Rio) at 1.95 GHz. The measurement
campaign used the time domain sounding technique using
PN-sequence with a matched filter, the correlation was
implemented offline. The simulation used the Finite-
Difference Time-Domain (FDTD) method accelerated via
GPU technology. The results are coherent, and the simulation
results with the measured data shown the same behavior of the
signal propagation for a wideband channel of 160 MHz.

Index Terms—Channel modeling, Channel sounding, FDTD,
Femtocells.

I. INTRODUCTION

Special environments like auditoriums, which, due to
acoustic isolation, allow only a limited penetration of Radio
frequency signals from outdoor radio base stations, creed
special attention to be properly covered by modern wireless
high speed services.

On Radio-Frequency planning process, it is important to
know the correct placement to install a femtocell device in
order to obtain the best quality of service, in the same way, for
wideband channels the correct set-up of parameters to avoid
ISI (Intersymbol Interference) are relevant and will be
accomplished analyzing the PDP (Power Delay Profile).

A radio channel sounder was mounted using de PN-
sequence with the offline correlation calculation.

II. THE MEASUREMENT

A. The environment

The environment, a 12.32 x 15 x 8 m. auditorium at the
Catholic University of Rio de Janeiro (PUC-Rio) illustrated in
Fig.1 housed on indoor measurement campaign at 1.95 GHz
where 3G (and beyond) systems are implemented by cellular
phone companies [1].

{luis, crodriguez, smello,
flavio} @cetuc.puc-rio.br

Fig. 1. Auditorium on PUC-Rio Building.

There were selected 8 points of measurements (RX1 to
RX8) on the local, near of different kind of materials like
wood, glass, metal and at different distances from the
transmitter on LOS (line of sight) condition. The points of
measurements (RX) and the position of the transmitter (TX)
are shown on figure 2.
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Fig. 2. Points of measurement (RX — receiver antenna and TX - transmitter
antenna).

B. The sounding technique

The sounding technique involved time domain
measurements by PN sequences with matched filter by
software implementation at the receiver end. A sounding
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bandwidth of 160 MHz rendered a spatial resolution of the
order of 3.75 m. with maximum delay of 3.1875 uSecs and a
dynamic range of 48 dB. The sounder configuration is shown
in Fig. 3 [1]. The antennas have omnidirectional radiation
pattern and a constant return loss of 15 dB over the frequency
of interest.

Fig. 3. Radio channel sounder.

III. THE SIMULATION

A. Source and signal Modeling

Both transmitter (Tx) and receiver antennas are
omnidirectional discones operating in vertical polarization.
Generated driving signal in (3) has a central frequency (fc) of
1.95 GHz over a band (fb) of 80 MHz and t, = 12.5 ns denotes
the initial delay; signal (normalized) amplitude and its
frequency contents are illustrated in Fig. 4 [2], [3].

Ez()=E, sin[27 f, (t-t,)]exp[-(2 f, (t'to))z] Q)

Normalized amplitude

Time {ns)

D b S

Normalized amplitude

2
Frequency (GHz)

Fig. 4. Pulse excitation of Tx antenna and its frequency spectrum.

B. FDTD Implementation

In the implementation of the FDTD method the
discretization of the computational domain followed an
uniform grid with spatial steps Ax, Ay, Az = A/10, which, for a
working frequency of 1.95 GHz, corresponds to Ax, Ay, Az =

0.0154 m. Numerical dispersion was thereby avoided and, by
proper choice of the temporal step (At = 0.0266 ns), calculated
according to Courant criteria [4] and used in central difference
approximation of Maxwell equations, numerical stability was
assured. Also, for the truncation of the domain, 5 UPML layers
were implemented accordingly [5].

For the (17.0 x 15.0 x 7.0 m) scenario at hand and a spatial
step of 0.0154 m, a total of 557573118 FDTD cells are
represented, each cell associated to six (electric and magnetic)
field values as well as to four flags indicative of the type of
material present at each spot. Also, field values are 4 bytes real
numbers while flag lengths are 1 byte each, implying a
memory need of 30 bytes per cell and a total memory
requirement of circa 16.72 GB to address the present problem,
which was perfectly handled by the supercomputer of
CESUP/UFRGS of 324 GB (RAM) processors where the
application was running [3].

The CUDA FDTD version of the code was changed to work
on GPU Tesla S1070 with 240 kernels, 4 Teraflops, clock rate
1.44 GHz and 16 GB of global memory. The (x,y,z) E and H
field components were stored on the device memory as 32 bit
floating point variables. A texture memory was used to store,
as a pointer stream, the material types in the model space. In
both of these cases, the 3D volume was flattened into 2D and
was accessed via an algorithm based on 3D to 2D address
translation. This allows the entire 3D space to be updated in
one render pass and also avoids potential "read after write"
data corruption. The material type pointer stream was used for
material property lookups stored in textures. E and H scattered
field update calculations were converted to fragment programs,
taking the E and H fields values stored in textures as inputs

[3].

C. Environment characterizations

The constitutive parameters of different materials of the
environment (Fig. 1), as associated to different colours in the
Fig. 5, are listed in Table 1. Also, Tx and Rx, in Fig. 2 and
Fig. 5 denote the position of transmitter and receiver antennas.
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Fig. 5. Points of measurement (different materials).
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TABLEI o j ;
CONSTITUTIVE PARAMETERS AND CHARACTERISTICS.
: : P 20 — Simulated
Material Relative Conductivity
permittivity (S/m) g aff h
Wood 3,0 0,001 : of
Concrete 6,0 0,05 %'
=
Glass 2,7 0,008 '
9 o
Metal 1,0 1,0x10 3 00
§ A0 R s
=

IV. RESULTS FROM SIMULATIONS AND MEASUREMENTS ol g ; : |

Normalized measured and simulated power delay profiles 160 : ; ‘ i
(PDP’s) received at eight positions Rx, g are presented in the 0 500 O ety 2000 2500
following Figures. Measured have time resolution of 12.5 ns

. . . . . ¢ Fig. 6. PDP of point RX.
while FDTD implementation provides a resolution of 0.0378 ® o pomt S
ns, meaning that more multipath components are detected by
the latter, as evidenced in the interference patterns shown. 0
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— Simulated
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Fig. 4. PDP of point RX. 0
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Fig. 8. PDP of point RXs.
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Fig. 5. PDP of point RX,.
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Fig. 9. PDP of point RXG.
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Fig. 10. PDP of point RX5.
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Fig. 11. PDP of point RXjs.

V. ANALYSES OF RESULTS

As we can see, simulated and measurements results indicate
same behavior of power decaying on time. We observe some
severe discrepancies on time period of 60 to 250 ns. A good
fitness is found on first portion of the measurement time below
60 ns (18 meters). On the first part, we observe a principal
contribution to the multipath on the following distances:

TABLE I
MEASUREMENT VS SIMULATED ERRORS.
Point of Delay Distance Error

Measurement [ns] [m] dB
RX, 40 12 0
125 37.5 12

250 75 8

RX, 40 12 8
150 45 15

200 60 7

RX; 40 12 0

80 24 5

150 45 18

RX, 30 9 0

110 33 5

RX; 20 6 2

50 15 5

RX, 14 4,2 0
200 60 13

RX; 50 15 0
RXs 70 21 10
130 39 13

VI. FUTURE WORK

As we can see, a region to study with some detail comprehends
the period of time between 12,5 to 250 ns, future work will be
use some “cleaning” methods and algorithms to increase radio
channel sounder resolution to half of actual value.

Another consideration to make is the statistical modeling of
the indoor channel, as we can observe de decaying power
delay profile shows some clusters behavior and permits to
obtain parameters related to Saleh-Valenzuela method [6].

VII. CONCLUSION

In this work, a comparison between simulated and measured
results for the power delay profile in auditorium at PUC-Rio
revealed the applicability of the techniques as efficient tools
towards a comprehensive coverage analysis of indoor
scenarios for femtocells. An error of the predicted and
measured data in the order of 8 dB, normally found on other
measurements campaigns for indoor environments.
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Abstract— We propose a new Nakagami fading channel simu-
lator that (i) allows for arbitrary real values of fading parameter,
(ii) exactly matches the Nakagami distribution, (iii) and closely
matches the classical Nakagami second-order statistics. The
proposed scheme is based on a cascade of two existing Nakagami
simulators, namely the random-mixture simulator and the rank-
matching simulator. The new simulator combines the strenghts
of these two simulators, outperforming them both.

Index Terms— Fading channels, Nakagami fading, simulation.

I. INTRODUCTION

In [1], Nakagami reported that the radiowave amplitude
variations due to multipath fading can be well described by
the probability density function (PDF)

2
_ _mr
2mmp2m—le= G

F(m)Qm ’

where R denotes the fading envelope, ) = E[R?] is the
mean power, m = E[R?]/V[R?] is the fading parameter, and
I'(-) is the gamma function. (E[-] denotes expectation, V()
variance.) The Nakagami fading model has gained widespread
use because of its mathematical ease, great flexibility, and,
more important, good fit to empirical fading data [2], [3].

On the other hand, when Nakagami originally proposed
his distribution, he did not specified any associated temporal
autocorrelation function. Since then, researchers have sug-
gested many different methods for simulating autocorrelated
Nakagami fading processes, including those methods in [2]-
[5]. Each method lays hold of a different artifice in order to
tackle the uncertainties regarding the autocorrelation of the
Nakagami fading channel. Most methods are based on existing
Rayleigh fading simulators, probably because Rayleigh fading
is a special case of Nakagami fading and has well-established
autocorrelation properties.

The classical method [2] for simulating Nakagami fading
channels has been hinted by Nakagami himself in [1]. In this
method, the Nakagami process is constructed from multiple
independent Gaussian processes, by exploiting the fact that
the square root of a sum of 2m independent squared Gaussian
variates is a Nakagami variate with fading parameter m.
The main limitation of this method is to be applicable only

Jr(r;m, Q) =

6]

to integer and half-integer values of fading parameter. On
the other hand, analytical expressions have been derived for
important second-order statistics of the classical method—e.g.,
autocorrelation function (ACF), level crossing rate (LCR), and
average fade duration (AFD)—with no constraints to be used
for arbitrary real values of fading parameter. Furthermore,
these expressions have proven to yield a very good fit to
empirical fading data, and so are well accepted to be an
appropriate model for Nakagami fading and have been widely
adopted in the literature. Let us call them classical Nakagami
second-order statistics.

A simulation method that allows for arbitrary real values
of fading parameter has been proposed in [4]. In this method,
the Nakagami process is generated by drawing from a pair
of different Nakagami processes with integer and half-integer
fading parameters lower and larger than the desired m. The
Nakagami process with lower fading parameter is drawn with
probability p, and that with larger fading parameter is drawn
with probability (1—p). The method is called random mixture,
and p and (1 — p) are called mixture probabilities. The central
issue is to adjust p for each desired value of m. A disadvantage
of the random-mixture method is that the simulation output
only approximates the Nakagami distribution.

A simulation method that not only allows for arbitrary
real values of fading parameter but also matches the exact
Nakagami distribution has been proposed in [5]. The method is
called rank matching. It is attained by independently drawing
Nakagami samples with the desired fading parameter and then
rearranging these samples so as to match the rank of the
samples in an autocorrelated Rayleigh reference sequence. On
the other hand, we have recently shown in [6] that the LCR
and AFD associated to the rank-matching method depart con-
siderably from the corresponding classical Nakagami statistics.

In this paper, we design a Nakagami fading channel simula-
tor that (i) allows for arbitrary real values of fading parameter,
(ii) exactly matches the Nakagami PDF, (iii) and closely
matches the classical Nakagami second-order statistics.

We begin by revisiting the LCR and AFD of the classical
and rank-matching methods. (The ACFs of most existing
methods—including the rank-matching method, the random-
mixture method and the new method proposed here—are in
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Fig. 1. The classical Nakagami simulator.

excellent agreement to the classical ACF. Therefore, we shall
not include the ACF in the following discussions.) We then
proceed by examining the LCR and AFD of the random-
mixture method, not previously addressed in the literature.
We derive these statistics and show that, although they are
much closer to the classical Nakagami statistics than the LCR
and AFD of the rank-matching method, there is still some
mismatch, mainly in the LCR.

In this context, we propose a new Nakagami simulation
method by cascading a random-mixture stage and a rank-
matching stage. The idea is to combine the strengths of
the two stages, in order to improve the match of LCR and
AFD with respect to the classical Nakagami statistics (by
means of the random-mixture stage) while still preserving the
exact Nakagami PDF (by means of the rank-matching stage).
The proposed method outperforms the random-mixture and
rank-matching methods separately. Next, we detail our new
simulation scheme and give some background to it.

II. THE CLASSICAL SIMULATOR REVISITED

The classical method [2] for simulating Nakagami fading
channels is illustrated in Fig. 1. In this method, the Nakagami
process is obtained as the square root of the sum of 2m i.i.d.
Gaussian processes G; with zero mean and variance €2/(2m),
ie. [2]

(@)

Of course, this approach is inherently limited to integer and
half-integer values of fading parameter m.

In this work, as mentioned before, we focus on two im-
portant second-order statistics of the channel: LCR and AFD.
In particular, we address the isotropic scenario, for which the
LCR of the classical Nakagami simulator is [2]

2
/9 m—3, 2m—1_—mr
Ng(r;m,Q) = ﬂfD?(m);;n—é - 5 3)

where fp is the maximum Doppler shift in Hz. The AFD is
given by the ratio between the cumulative distribution function

simulator
output

Rayleigh
simulator

_| rank-matching
operation

Nakagami samples with
fading parameter m
(drawn independently)

Fig. 2. The rank-matching Nakagami simulator.

(CDF) of R and the LCR. Knowing that the Nakagami CDF
is [1]

()
Fr(r;m,Q)=1-

Tm) “4)

where T'(-,-) is the incomplete gamma function, the AFD of
the classical Nakagami simulator can be found as [2]

Qm—% [r(m) T <m, msf)}
\/ﬂfpmm_%ﬁm*le_msigz .
As mentioned before, these expressions have proven to yield
a very good fit to empirical fading data, and so are well

accepted to be an appropriate model for Nakagami fading and
have been widely adopted in the literature.

TR(T; m, Q) =

®)

III. THE RANK-MATCHING SIMULATOR REVISITED

The rank-matching method [5] for simulating Nakagami
fading channels is illustrated in Fig. 2. In this method, the
Nakagami sequence is obtained from a Rayleigh reference se-
quence and a set of Nakagami samples, drawn independently.
The output sequence is a rearrangement of these samples, in
a way that the samples in the ouput sequence exactly match
the rank of the samples in the Rayleigh sequence, that is,
their minima occur in the same position, their second minima
occur in the same position, an so on. The operation is called
rank matching, and the output Nakagami sequence is said to
be rank-matched to the input Rayleigh reference sequence.
The rank-matching method allows for any real value of fading
parameter and fully complies with the exact Nakagami PDF.

In [5], it has been shown that, for the isotropic scenario, the
LCR and AFD of the rank-matching Nakagami simulator are
given by

msor () (20)

Ng(r;m,Q) = ()
. (6)
I'(m)—T (m, 2
Tr(r;m, ) = -0 () —
VIRl (m, ) V - (L))
(7
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Fig. 4. Average fade duration for the rank-matching simulator.

and that these statistics differ considerably from the corre-
sponding statistics of the classical Nakagami simulator, given
in (3) and (5). In Figs. 3 and 4, we reproduce the LCR and
AFD of the classical (solid lines) and rank-matching (dashed
lines) simulators. Note how different they are, mainly at low
envelope levels.

IV. THE RANDOM-MIXTURE SIMULATOR ANALYZED

The random-mixture method [4] for simulating Nakagami
fading channels is illustrated in Fig. 5. In this method, the
Nakagami process is obtained by drawing from a pair of
different Nakagami processes with integer and half-integer
fading parameters lower (mp) and greater (my) than the
desired fading parameter m, i.e.

2m
mp = % 3
_[2m] 1
my = 9 + 2. (9)
For instance, with m = 1.3, my = 1 and my = 1.5. Of

course, my, < m < my. The Nakagami processes with fading
parameters my and my can be generated by any method

Nakagami simulator for

probability
fading parameter my,

/ 1-p(m)

+——>

\ output
probability

p(m)

simulator

Nakagami simulator for
fading parameter m_

Fig. 5. The random-mixture Nakagami simulator.

available, including the classical method. The random-mixture
method allows for any real value of fading parameter, but it
approximates the Nakagami PDF.

Note in Fig. 5 that the Nakagami process with lower
fading parameter m, is drawn with probability p(m), and that
with larger fading parameter my is drawn with probability
[l — p(m)]. A central task is to design a suitable p(m) that
renders the scheme a good approximation to the Nakagami
PDF. This task has been performed in [4] by using a moment-
based approach, yielding

_ 2myg (my —m)

p(m) = (10)

m

To the best of our knowledge, the LCR and AFD of the
random-mixture Nakagami simulator have not been analyzed
yet in the literature. The analysis is simple, however. In the
random-mixture scheme, the output process is either the input
Nakagami process with fading parameter m ,—which happens
with probability p(m)—or the input Nakagami process with
fading parameter mgy—which happens with probability [1 —
p(m)]. Therefore, any statistics of the resulting process can be
written as a weighted sum of the corresponding statistics of
the input processes, the weights being given by the mixture
probabilities. The LCR, for instance, can be written as

Nr(r;m, Q) = p(m)Ng (r;mg, Q)

+[1 = p(m)|Ng (r;my,Q), (1)
and the AFD as
TR(T; m, Q) = p(m)TR (T7 mrp, Q)
+[1—p(m)|Tr (r;my, Q). (12)

The LCRs and AFDs that appear in the right-hand side of (11)
and (12) refer to the input Nakagami processes and, as such,
depend on the way these processes are generated. For example,
if the processes are generated using the classical approach,
then these LCRs and AFDs are given by (3) and (5).
Assuming that the input Nakagami processes have been
produced using the classical approach, we plot the LCR and
AFD of the random-mixture Nakagami simulator (dashed
lines) in Figs. 6 and 7, respectively. For comparison, the curves
of the classical simulator are also shown in the figures (solid
lines). By contrasting Fig. 3 with Fig. 6, we see that the LCR
of the random-mixture simulator also departs somewhat from
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Fig. 6. Level crossing rate for the random-mixture simulator.

m=0.75, 1.25, 1.75, 2.25, 2.75

0.1

0.01

normalized average fade duration, Tr(r;m,Q)x fp

0.001 | N
classical (solid)
random mixture (dashed)
L L L L Il L L L L Il L L L L Il L L L L Il L L L L Il L L
-40 -30 -20 -10 0 10
normalized envelope, r/4/ Q0 , dB
Fig. 7. Average fade duration for the random-mixture simulator.

that of the classical simulator, but are much closer to this than
the LCR of the rank-matching simulator. As for the AFD,
depicted in Fig. 7, the random-mixture simulator is almost
indistinguishable from the classical simulator, specially at low
envelope levels.

V. THE PROPOSED SIMULATOR

In this work, we propose a new method for simulating
Nakagami fading channels, illustrated in Fig. 8. The idea is to
cascade a random-mixture stage and a rank-matching stage.
This way, the reference input process of the rank-matching
stage is no longer the output of a Rayleigh simulator, but
the output of the random-mixture stage. The proposed method
allows for any real value of fading parameter, fully complies
with the exact Nakagami distribution and, as shown next,
closely matches the classical Nakagami LCR and AFD.

In order to understand the rationale and motivation behind
the proposed hybrid scheme, let us begin with some funda-
mental results of the rank-matching method alone. We proved
in [7] that generating a random process Y from an input
reference process X through the rank-matching method is fully
equivalent to generating Y from X through the well-known

inverse transformation method [8, Eq. (7-157)]
Y = Fy | (Fx (X)), (13)

where Fy-!(-) is the inverse CDF of Y and Fx(-) is the CDF
of X. We have also shown in [6] that in this case the LCR
Ny (y) and AFD Ty (y) of Y can be directly obtained in terms
of the LCR Nx(z) and AFD Tx (z) of X as

Ny (y) = Nx (h(y)) (14)

Ty (y) = Tx (h(y)), (15)
where

h(y) £ Fx'(Fy (), (16)

F3*(-) is the inverse CDF of X, and Fy(-) is the CDF of Y.
The fundamentl results (14), (15), and (16) are of paramount
importance in the next derivations.

Now, let us relax the rank-matching simulation scheme
presented in Section III, allowing the input reference process
to be any Nakagami process with integer or half-integer
fading parameter m,.s > 1/2, generated through the classical
method. Tthe original rank-matching scheme is indeed the
special case m,.y = 1, i.e., with a Rayleigh input reference
process. Using (14), (15), and (16), the LCR and AFD of the
resulting Nakakami process are obtained as

NR(T; m, Q) = NR (h (’I", mrefa m, Q) ;mTEfa Q)
TR(T; m, Q) = TR (h (Ta Myef, M, Q) yMyef, Q) y

)
(18)

where the LCR and AFD in the right-hand sides are given by
(3) and (5), respectively,

h(rymi,me, Q) £ Fr~ ! (Fr (r;ma, Q) ;m1,Q),  (19)

and Fr~! (u;m,Q) is the inverse Nakagami CDF. This in-
verse can be shown to be written as
1 Q

Fr™ " (u;m,Q) = EQ Y, u) (20)
where Q~1(m,u) is the inverse of the regularized incom-
plete gamma function, i.e., it gives the solution for z in
u = ['(m, 2)/T(m). It can be computed in Mathematica by
means of InverseGammaRegularized[m, u]. Note that
for my.y = 1 the expressions (17) and (18) deteriorate to (6)
and (7).

The question now is how to choose the appropriate value of
Myes that renders (17) and (18) a good match to the classical
statistics (3) and (5) for each desired value of fading parame-
ter m. To gain intuition, let us consider some extreme cases,
in which m itself is integer or half-integer (although there is
little point in solving this case, because it is already solved
by the classical simulator). In such cases, the best choice is
clearly m,.; = m, because it leads to h(r;m,m,Q) = r
in (19) and thus to the exact classical LCR and AFD in (17)
and (18). In other words, when m = 0.5 the best choice
is mpey = 0.5, when m = 1 the best choice is Moy = 1
(Rayleigh), when m = 1.5 the best choice is m,.y = 1.5, and
so on. Rayleigh (m,.; = 1) is not always the best choice!
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Indeed, these extreme cases suggest that when the desired
fading parameter is, say, m = 2.3, then m,.y = mp = 2
or Myey = my = 2.5 or, more generally, a random mixture
of My = myp =2 and m,.y = my = 2.5 is a better choice
than m,.y = 1. This is the essence of the new method we
propose in Fig. 8.

In the proposed scheme, the input reference process is
either a Nakagami process with fading parameter m—which
happens with probability p(m)—or a Nakagami process with
fading parameter my—which happens with probability [1 —
p(m)]. In the first case, the resulting LCR and AFD are given
by (17) and (18) with m,.y = mr; in the second, with
Myey = my. Because of the random mixture, the overall
LCR and AFD are weighted sums of the individual metrics
for my.y = mr, and m,.y = my, the weights being given by
the mixture probabilities, that is

Ngr(r;m,Q) =
p(m)Ng (b (r;mp,m, Q) ;mp, Q)
+[1 = p(m)]Ng (h (r;my, m, Q) ;my, ) (21)
Tr(r;m,Q) =
p(m)Tr (h(r;mp,m, Q) ;mp, Q)
+ [1 = p(m)]Tg (h (r;my,m, Q) ;my, Q). (22)

The mixture probability p(m) given in (10) has been de-
signed in the context of the original random-mixture simulator,
so as to provide a good fit to the Nakagami PDF. On the other
hand, in the scheme proposed here, the exact Nakagami PDF is
inherently attained by the rank-matching end stage, regardless
of the mixture probabilities used in the random-mixture front
stage. Yet these very mixture probabilities severely impact
the LCR and AFD of the proposed scheme. Thus, instead of
merely adopting p(m) as in (10), one could redesign it to
improve the match of our scheme to the classical LCR and
AFD. We postpone this discussion to a future work. For now,
just to gain a first sense of the potentials of our new method,
we adopt p(m) as in (10).

We plot the resulting LCR and AFD curves of the proposed
scheme in Figs. 9 and 10. The classical curves are also shown

rank-matching stage

The proposed Nakagami simulator.
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Fig. 9. Level crossing rate for the proposed simulator.

in the figures. In Fig. 9, we see that the LCR of the proposed
method is in very good agreement to the classical LCR, except
for very low values of m, represented by the sample case m =
0.75. Furthermore, the LCR match of the proposed method
clearly outperforms those of the random-mixture and rank-
matching methods. Indeed, for the sample cases m = 1.75,
m = 2.25, and m = 2.75, the LCR of our new method is
almost indistinguishable from the classical LCR, and the match
improves as m increases. As for the AFD, we see in Fig. 10
that the proposed method is again in excellent agreement to
the classical method, slightly better than the random-mixture
method at high envelopes levels, and slightly poorer than this
at low envelope levels for very low values of m (see the case
m = 0.75).

VI. CONCLUSIONS

We have proposed a new general simulation scheme for
Nakagami fading channels that (i) allows for arbitrary real
values of fading parameter, (ii) exactly matches the Nakagami
distribution, (iii) and closely matches the classical Nakagami
second-order statistics. The new simulation scheme is based on
a cascade of the existing random-mixture and rank-matching
Nakagami simulators, and it outperforms them both.
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Fig. 10. Average fade duration for the proposed simulator.

There is still room for improvement. Indeed, we have
conducted preliminary investigations on the redesign and op-
timization of the mixture probabilities in order to fully exploit
the potentials of our new scheme. We have managed to obtain
considerable improvements in terms of LCR and AFD, mainly
for low values of m, where the present design is less accurate.
We shall address this issue in a future submission.
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Abstract— With the great demand for connectivity, new trans-
mission medium has been in mind. One of these, largely dis-
tributed around the entire world, it’s the power line, with the
Power Line Communications (PLC). The main objective of this
work is to make better transmissions in this so disturbed medium
that has been seen like an advance possibility. PLC signal uses
frequency bands from 2 to 30 MHz [1]. The Impulsive Noise (IN)
has duration up to some milliseconds in this band, causing the
loss of many data bits in the transmission. It’s very important to
research the perturbation level of each Chanel affected by most
of the referred noises; this study will be made by improving the
accuracy of a model of the IN in the power line, based in valid
theories, computer simulations and laboratory measurements.

Index Terms— Impulsive Noise, Modeling, PLC, Filters

I. INTRODUCTION

At first, Power Line Communications was developed to
control power distributions system, in order to protect it. [2]
The occurrence of Impulsive Noises (IN) creates several issues
to transmission, traffic and receiving of the information. In an
medium like the electric grid, the signal is subject to various
types of noises and attenuations. To make the signal immune
to noises interference, one should find a model that represents
them, possibiliting to know how to work with them, making
the use of the medium more efficient.

II. OBJECTIVES

This work has as objective to obtain a mathematical model
for the influence of the Impulsive Noises of the power grid
over the data communication using Power Line Communi-
cation tecnology, in order to decrease the information losses
due to such interferences and any characteristics of the used
medium. After the design of the model, diverses tools could
be developed to ensure better transmissions, like filters.

III. METODOLOGY

Impulsive Noise has both natural causes such as lightning
and caused by human action, such as electric motors or
switching sources. Appears in the form of a single impulse or
in a series of diverse, called Burst, or Impulse Explosion [3]. It
is classified as a Single Pulse when, after the first three voltage
peaks, its amplitude is no longer significant, ie, represents less
than 65% of the highest value obtained.
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The main characteristics needed to the modeling of the
impulsive noise can be separated in two categories [4]:

1. Temporal:

1.1. Maximum Amplitude (V): higher peak value during
each pulse;

1.2. Length (s): time to extinction of noise;

1.3. Inter Arrival Time (IAT) (s): in Burst case, defines
the time interval between two consecutive Maximum Ampli-
tudes;

2. Spectral:

2.1. Autocorrelation: defined by statistical relationship
between two points of a random sequence, ie how an event
(in this case, the pulse) seems to depend on a previous one;

2.2. Power Spectral Density (PSD): distribution of the
noise power in frequency domain, showing the bands which
will be most affected during such occurrences.

These characteristics can be modeled, based on series ex-
pansions, like the sum of several exponentially damped cosines
at several frequencies (a7, as , ...), with several exponential
decays (51, B2, ...) [5].

Considering the first Maximum Amplitude equal to one and
normalizing all other amplitudes, for each cosine, we have the
Relative Amplitudes; whether A, Ao, ...

In their studies, Mann concluded that when considering
up to the third component, more than three quarters of the
noise generated could be represented, i.e. if there would be
only the first three installments in the sum of exponentially
damped cosine, we obtain a model very close to the majority
of impulsive noise that may arise.

Accordingly, and considering the described notations, can
be defined a function, R(t), dependent on the Relative Am-
plitudes, the frequencies of each cosine and the exponential
decay of each one, as in equation (1) (according to their
autocorrelation) . That is the desired expression.

The Power Spectral Density of a periodic and deterministic
signal is given by the Fourier Transform (2) off the equation
(1). This way, could be deterrmined the PSD equation (3) [5].

With the PSD in hand, a filter able to extinguish the noise
could be implemented, making them less nocive to the PLC
communication system.



76 PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011

IV. PROCEDURE

Was assembled in the laboratory of Mackenzie University
a network with PLC equipment available (Fig. 1) for effec-
tuation of the practical tests, such as checking and analysis
functionality of external interference.

A network structure was accomplished and a sign of impul-
sive noise was implemented, emulated through the use of an
electric drill motor with brush (the brush contact generates an
impulsive noise signal).

The Fig. 2 shows the rate of transference in the PLC
channel. With the ativation of the drill, impulsive noises are
put into the line, lowering the speed of the transference.

There was wide variation in the data transfer rate (a de-
crease of about 50%) by injection of impulsive noise on the
network. The drill has been replaced by other equipment and
it was noted that facilities that do not have chokes, like most
electronic devices, do not affect the system, since they do not
generate noise with impulsive characteristic.

The points of the transmission data was saved into a table
with a Tektronics DPO4104 osciloscope, and the results were
analised in MATLAB, generating figures of real noises as
showed in the Fig. 3. The PSD data was calculated in the
software, generating Fig. 4.

V. RESULTS

By the equations (1) and (3), a MATLAB program was
developed to model, based on user entries, a Noise and its
respectively PSD. As an example, was generated a noise with
Relative Amplitudes of 23% and 70%, in the frequencies of
2, 3 and 6 MHz, with unitaries exponential decays.

The simulation results are showed in Fig. 5 (Noise) and Fig.
6 (PSD). There can be noted that the noise occupes the same
frequency band that the PLC signal.

The resulted experiments obtained express a significant
behavior of the single Impulsive Noise, what makes possible
various tools of error preventions in the data transferences and
bits loss in the medium.

VI. CONSIDERATIONS AND CONTRIBUTION

The noise on this paper is a model of a single impulse
based on [4] and [5]; a new model, that simulates a Burst
Impulse noise, is being developed, the equation (6) represents
an attempt to approach the burst. A simulation was made for
10 impulses, with Inter Arrival Time of 0.1 ms, starting on
5ms, without DC component or phase disturbances and the
result is on Fig. 8. Attempts to filter this model are being
studied, still without full success.

After the modeling of the noise, a filter with window of
length three was applied on a signal composed by a electrical
signal (an 0.1 ms artificial sinusoid with frequency of 60
Hz), added to the real burst noise. The modulation wasn’t
considered.

The chosed filter was a median filter, that has the equation
described by (4) in serie with the moble media described by
(5), both with window three. The results of the filtering with
20 iterations are shown on the Fig. 7.

In this filter, the first and last point wasn’t processed, due
to the absence of neighbors to obtain their means. In the Fig.
7 this points wasn’t processed by the filter.

Studies of these filters are in the beginning, the proposal is
to optimize its application. The goal of applying the filter is to
isolate the noise generated by network devices with reactance.

Was considered that the noise has a Gaussian distribution,
but this can vary. A future propposal is to consider the alpha-
stable distribution, that can model phenomena of impulsive
nature [6] and the influence of the modulation (OFDM or
WOFDM) on the grid and the noise.

APPENDIX
A. Equations
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Where MED(A) is the medign value of the array A, and i is
the i-th point of the signal R(t).

Ronali) = (R(i—1) + R(Sz‘) + R(i + 1)))7

®)

max

Ry (t) = Apc + Z Ajpcos2mag (t—n)+ cpl]e_Bl‘_H'”'

n=1
+Agy, cos [27 g (t — 1) + @o]e P2l
+Azpcos2mag (t—n) + Lpg]e_BS‘_H'”l



PROCEEDINGS OF THE INTERNATIONAL WORKSHOP ON TELECOMMUNICATIONS - IWT/2011 71

B. Figures
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Fig. 8. Example of simulated burst without DC and ¢, = 0.
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Abstract—The use of UAVs (unmanned aerial vehicles) is a
lower cost alternative in comparison to the use of conventional
aircraft for activities that require aerial vehicles, such as
monitoring large areas and data collection. This fact has given
rise to several projects using UAVs and among the main aspects
related to these projects, the communication system has great
importance because often the aircraft needs to communicate with
other devices and ground stations. In order to improve the design
of communication systems of this type, this paper presents the
modeling and simulation of a communication channel for UAVs
systems and estimates the bit error rate and coverage area of the
communication signal. The channel assumes AWGN, fading
modeled with the Rice distribution and Doppler effect.

Index Terms—Fading, Coverage Area, Channel Simulation.

I. INTRODUCTION

The UAVs are small aircrafts that can perform autonomous
flights or be controlled remotely. When they are employed,
they show a great advantage compared to conventional planes
because of their lower cost [1]. Thus, several systems for data
colleting [1] [2], monitoring of large areas [2] and defense and
surveillance of air bases [3], to mention a few examples, have
been developed using UAVs.

Among the various parts that make up these UAVs systems,
the communication system has been attracted considerable
interest. One problem that arises is that communication
usually occurs in environments with a high degree of
variability, which makes the analysis of the communication
channel and the estimation of performance figures for this
channel a difficult task. These results, however, are critical to
the success of the system as a whole. The main goal of such
analysis is to try to estimate the system behavior and
determine which features or characteristics might be needed or
changed for the successful system operation while still in the
design phase, avoiding the extra cost of changes later in the
development.

The estimation of performance figures of the channel is a
complex process due to the difficulty of modeling the
environment that always has a random character.
Deterministic methods to calculate the variability of the signal,

such as the propagation models Free-Space and Plain Earth,
are intended for special and simpler cases and alone are not
applicable to real situations. In order to obtain results that are
closer to the experimental data, they can be used in
conjunction with statistical methods so that the environment
characteristics is more accurately modeled.

In the context of UAVs systems, among the many possible
characteristics of the communication channel, there are three
more relevants: noise, fading and Doppler effect. The noise is
present because the aircraft can go through locations that
generate great disturbance such as cellular networks, broadcast
transmission networks, among others. The fading occurs
because the transmitted signal can be reflected by a great
diversity of obstacles such as rivers, hills, forests, buildings
etc. And the Doppler effect can happen when the aircraft is in
motion with respect to the ground station target of the
communication link.

The modeling the channel with these characteristics
provides great accuracy in the estimation of performance
figures. In the case of UAV systems two figures are very
useful: the Bit Error Rate (BER) and the coverage area of the
communication signal. The first estimates what is the
probability that a bit reaches the receiver incorrectly and the
second estimates what is probability, at some distance from
base station, that a mobile receives the signal with a
satisfactory power level.

Some authors have proposed the estimation of coverage
area using statistical methods in pure fading communication
channels [5]. In the present work, it is carried out the
estimation of the coverage area using established propagation
models and statistical methods for fading environments, and
beyond that, in the presence of noise and Doppler effect. With
respect to the BER, [6] explores a similar estimation.
However, our interest here is to make estimates for different
parameters that are relevant to UAV systems.

Due to environment characteristics of the UAV, the fading
is characterized by the Rice distribution, which assume the
existence of a Line Of Sight (LOS) signal component. In
addition, the noise is a Additive White Gaussian Noise
(AWGN) and furthermore, it assumes a frequency shift caused
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by the movement of the aircraft.

This paper is organized as follows: Section 2 presents the
analytical model; Section 3 presents the methodology used;
Section 4 presents the numerical results and Section 5 the
conclusions and proposals for future works.

II. ANALYTICAL MODEL

The communication channel considered here has AWGN,
fading with the presence of a LOS component and frequency
shift due to Doppler effect. Moreover it is considered the
signal power loss due to the distance between transmitter and
receiver.

A. Characterization of the channel

Deterministic propagation models are most useful when
used in combination of statistical methods to estimate the
signal variability [7]. Because of the absence of barriers
between UAV and ground station, the propagation model uses
the Free-Space Path Loss. In addition, three other channel
characteristics are modeled: noise, fading and Doppler effect.

Noise is an unwanted disturbance in the communication
signal. It is characterized as a random signal where its
amplitude follows a certain distribution of probability. In this
work it is used the AWGN model, where the noise amplitude r
follows a Gaussian distribution with zero mean and a rms
value of 6%, and whose Probability Density Function (PDF) is
expressed by

p(p) =v% exp (—%) )

where p = ; is the normalized amplitude.

The main causes of noise are cellular networks, broadcast
transmission signals and communication signals from other
systems. Its intensity is indicated by the Signal to Noise Ratio
(SNR), which expresses the ratio of signal and noise powers.

The fading is caused by multipath propagation and occurs
because the signal that leaves the transmitter's antenna
propagates using several paths, being reflected in obstacles
until it reaches the receiver's antenna. The UAV
communication environment is composed by indirect
multipath components and by a direct LOS component, so the
Rice fading model seems appropriated; it combines diffuse
components with a direct component and its signal PDF is
expressed by

f-zenEENE o

where [ is the modified Bessel function of order O [8, Eq.
9.6.16].

The power relationship between the direct component and
the diffuse components can be expressed by the factor k which
is given by

k=<, (3)

20

where a larger k value indicates a higher power of the direct
component in relation to the power of the diffuse components.

In the UAV system the communication always happens
with the aircraft flying over the ground station. Due to relative
motion between the UAV and the ground station it occurs an
apparent frequency shift that is proportional to the speed of the
mobile and is called the Doppler effect. This frequency shift is
given by

F; = % cos @ (6)
where v is the speed of the mobile, A is the wavelength of the
carrier and @ is the direction of displacement of the mobile.

B. Measures of channel performance

The BER indicates the probability of an incorrect bit
reaching the receiver. In a noisy channel, it is generally
expressed as a function of the SNR.

The approach used in this work to calculate the coverage
area consists in determining the proportion of locations § on
the border of a cell with radius L, where the signal power is
above a particular threshold w,. Its calculation can be
performed using

B=pw>wy) = [ pw). ()

III. METHODOLOGY

The estimation of the performance figures was carried out
with the use of simulation. Matlab/Simulink [9] was used, and
block diagrams were generated to simulate the expected
environment. After the creation of the diagrams it was possible
to generate executable code that simulates the environment
analyzed.

The simulations took place in accordance with the behavior
of block diagrams. First using a generator block, binary
samples of the signal are produced. These, in turn, passes
through a block that performed the modulation using a Binary
Phase Shift Keying (BPSK) modulator. This modulated signal
is then passed through a block of Rice fading, generated
samples of the Rice distribution and multiplied with the
samples of signal, that after were passed through a filter that
simulates the frequency shift. So the signal, from Rice block,
passed through a block that which added samples of the
AWGN.

To estimate the BER the samples of the transmitted signal
are compared with those of the received signal and the
probability of error is then calculated. As for the coverage
area, in order to find the probability p(w > wj), the signal
power is measured at each simulation time and then used to
make a relationship between the amount of times they are
above threshold w,.
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IV. RESULTS
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Fig. 1.BER for AWGN channel in the presence of Rice Fading, where UAV
velocity v = 250 km/h and carrier frequency is 2 GHz.
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Fig. 2. Coverage area in a cell with Rice fading, where SNR = 10 dB and
UAV velocity v = 250 km /h.

In order to better organize the simulation results, they were
divided into two sections: BER and coverage area. As the
names suggest, each section corresponds to one of the
estimates. In addition, an extra section presents an application
example. All simulations used the BPSK modulation scheme.

A. BER

Fig. 1 shows the BER as a function of SNR. For this
simulation the aircraft speed is v = 250 km/h and the carrier
frequency is 2 GHz. From (6) the maximum Doppler shift
(8 = 0) is calculated to Fy = 462.963 Hz. Moreover, to check
what influence the intensity of the fading in the BER, each
graph line represents a different value of parameter k of the
Rice distribution. The graph indicates that the factor k and the
SNR are inversely proportional to the BER.

B. Coverage Area

The charts in Fig. 2 e Fig. 3 show the results of the coverage
area for different parameters. In all the probability [ =

p(w = wy) is given as a function of the power threshold wy,.

In Fig. 2 it is considered that the SNR = 10 dB, the aircraft
is at a speed v = 250 km/h and the carrier frequency is
2 GHz, which makes the maximum Doppler shift Fy =
462.963 Hz. Several curves were plotted for some values of k
and by examining them one can note that the coverage area is
proportional to k.

C. Application example

Suppose that the aircraft is at a distance of 10 km from the
station on the ground, making a flight at a speed of 100 km/h
and carrier frequency of the signal is 2000 MHz. The
communication channel is AWGN, such that SNR = 60 dB,
and it has Rice fading. Under these conditions, we want to
know what percentage of time (or equally, the proportion of
locations) that the aircraft receives the signal above of
wy, = —100dBm. Suppose free space conditions, the
probability p(w = —100dBm) is f =90.6% in the cell
border.

V. CONCLUSIONS

In this work it is presented an estimation of the BER and the
coverage area in a channel for UAV communication. Unlike
similar works where the coverage area is calculated for pure
fading channels, the environment treated here is somewhat
more complex and considers also the presence of noise and
Doppler effect, resulting in a scenario that is closer to the real
environment for UAVs. Through this work it is expected that
future designs of communication systems for UAVs benefit
from the results presented here and use them as an alternative
to estimate the parameters adequately, especially with regard
to the determination of signal strength.

The use of the tool [10] allowed the generation of
executable code that simulates the analyzed environment and
that in the future can be used to create applications that can
facilitate the design and estimation of performance of UAVs
systems.
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Abstract— The aim of this paper is to test and validate a rain
attenuation time series synthesizer relying on the Maseng-
Bakken principle for terrestrial links in tropical areas.
Experimental data obtained at five links operating at 15 GHz in
S&o Paulo, Brazil, are used to parameterize the synthesizer. Two
models are tested with respect to long-term statistics of
cumulative distribution of rain attenuation, fade durations and
fade slope.

Index Terms—Propagation modeling, rain attenuation,
terrestrial links, time series synthesizers.

I. INTRODUCTION

Rain attenuation is the main cause of unavailability in fixed
terrestrial radio systems operating at frequency of above 10
GHz. Signal outage and performance standards requirements
may be difficult to achieve mainly in tropical and equatorial
regions due to the propagation impairments that are expected
to be quite severe. In this scenario of adverse propagation
conditions, Fade Mitigating Techniques (FMTs) [1] are often
required.

The knowledge of the cumulative distribution of rain
attenuation and the characterization of the dynamic behavior
of the propagation channel, as provided by fade durations and
fade slope statistics, are required to design and optimize the
FMTs. This requirement can be fulfilled by introducing time
series of rain attenuation in system simulation.

Time series of real data collected from propagation
experiments may be used, but an alternative is to generate
typical fading time series that consider the geometrical and
radiowave parameters of the link and the climatological
characteristics of the region.

Maseng and Bakken proposed a stochastic model of rain
attenuation in the eighties [2]. In the recent years the
Enhanced Maseng-Bakken model (EMB) [3] was developed
by researchers from ONERA-CNES to synthesize long-term
rain attenuation time series as an improvement of Maseng-
Bakken theory. The EMB model was widely validated for
satellite systems in temperate European climates [4].

The Terrestrial Maseng-Bakken model (TMB), presented in
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[5], improves the EMB model for terrestrial links in a tropical
region.

The aim of the study presented in this paper is to test,
compare and validate these time series synthesizers for
terrestrial links in a tropical region, using data measured in
five terrestrial radio links operating at 15 GHz [6].

II. II. CHANNEL MODELS DESCRIPTION

A. Maseng-Bakken and Enhanced Maseng-Bakken Models

Maseng and Bakken have made two hypotheses concerning
the rain attenuation process Apin [2]:

e The long-term distribution of rain attenuation is log-
normal, characterized by two parameters: respectively
the mean m and the standard deviation ¢ of its natural
logarithm;

e Rain attenuation can be transformed into a first order
stationary Markov process using the nonlinear
transformation:

X =(nd,4n —m)/o (D

The dynamics of the rain attenuation process is described by
a third parameter, .

The model synthesizes only periods of rain.

For the EMB model, the log-normal parameters m and ¢ can
be derived from the long-term Complementary Cumulative
Distribution Function (CCDF) by using a curve fitting method
and a technique for f assessment is also presented in [3].
Besides these three parameters, the EMB model included a
fourth one, an attenuation offset Ager that is subtracted from
the synthesized time series to improve the dynamics of the
model. Figure 1 presents the principle of the model.

MEMORYLESS NON-

LOW-PASS FILTER LINEAR DEVICE CALIBRATION

k| X®
n)— 5.5 exp(m + o x X (t)) Actise Q(L)

GAUSSIAN NOISE ATTENUATION
rAmy

Fig. 1. Principle of the Enhanced Maseng-Bakken model [7].
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B. Terrestrial Maseng-Bakken Model

The TMB model is implemented by using the same
parameters of EMB model. The difference is in the procedure
to extract three of the four parameters. The log-normal
parameters are derived from the long-term CCDF of rain
attenuation using a curve fitting that minimize the RMS error
in dB between experimental attenuation CCDF and theoretic
synthesized attenuation CCDFs that are generated for a large
range of values of m and . The attenuation offset Agset 1S the
attenuation value of theoretic synthesized attenuation CCDF
that corresponds to 10% of the time which is the upper limit of
the range of time percentages used in the curve fitting.

III. APPLICATION WITH DATA COLLECTED IN BRAZIL

The measurements campaigns were done by Cetuc/PUC-
Rio. Time series of rain attenuation were continuously
recorded from five terrestrial links located in Sdo Paulo,
Brazil. The operating frequencies, path lengths, experiment
durations and sampling frequencies are given in Table I. The
experimental setup included a tipping bucket raingauge with
0.1 mm capacity and a data acquisition unit that samples the
AGC voltage of each receiver each 1 or 10 seconds, according
to the link, storing the data together with the date and time of
each raingauge tip. The data files were then processed to
convert AGC voltage into received power levels [6].

TABLE 1
LINK PARAMETERS.
PATH MEASURE- SAMPILNG
LINK LENGTH | FREQUENCY MENTS FREQUENCY
(km) (GHz) PERIOD (Hz)
(months)
Bradesco 12.79 14.55 24 0.1
Cenespl5 12.78 14.55 24 0.1
Scania 18.38 14.50 12 0.1
Barueri 21.69 14.53 12 0.1
Paranapi- | ) g9 14.52 24 1.0
acaba

Table II presents parameters of the EMB and TMB models
for these data. The log-normal adjust was made for different
ranges of time percentages: 0.01 to 10% for Bradesco and
Cenesp15 links, 0.03 to 10% for the Scania link, 0.02 to 10%
for the Barueri link and 0.1 to 10% for Paranapiacaba link.

TABLEII
MODELS PARAMETERS.
LINK | MODEL | m o | Aw B
(dB) s

EMB | 3.74 | 207 | 000 | 1.16c4
Bradesco | mvig | 096 | 124 | 187 | 1.26¢-4
EMB | 291 | 1.88 | 0.60 | 1.20c-4
CenesplS | mvp o | 026 | 109 | 3.13 | 1.52¢-4
_ EMB | 347 | 213 | 040 | 6.43¢-5
Seania | TvB | L160 | 154 | 146 | 6.59-5
| EMB | 374 | 221 | 040 |536e-5
Barveri | myvg | (137 | 147 | 167 | 5.74e-5
Paranapi- EMB -3.02 | 2.23 0.80 | 5.60e-5
acaba TMB -0.47 1.35 3.54 | 6.78¢e-5

IV. RESULTS

Rain attenuation time series were synthesized for EMB and
TMB models for each link with the same sampling frequency
of the experimental data. In order to verifying models stability,
five time series were generated for 10 years for each link, but
to compare synthesized and experimental data and compute
the errors it was considered in this work only the first
synthesized time series for each model and for each link.

A. CCDF of Rain Attenuation

Figure 2 presents the rain attenuation CCDFs for the time
series synthesized by the two models and the experimental
distribution for Bradesco link.
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Fig. 2. Comparison between rain attenuation CCDFs of synthesized and
experimental data from Bradesco link.

It can be observed that for low values of attenuation the
EMB CCDFs are closer to experimental data. However, for
the high values of attenuation associated with low percentages
of time, that are relevant for the design of fade mitigation
systems for tropical areas, the TMB CCDFs are closer to
experimental data than EMB CCDFs. This occurs in the five
time series of the five links.

The errors between CCDF of experimental data and CCDF
of the synthesized data of the first synthesized time series of
each link were computed over 3 different ranges of time
percentage using the RMS value of the test variables given in
Rec. ITU-R P.311-13.

For a given method and for each percentage of time, the
value of the test variable V; is given by

V= {(Am/lo)"-z In(As/Anp)
i In(A;/Am)

where A (dB) is the measured attenuation and As (dB) is the
synthesized attenuation.

Table III presents the RMS values of the test variables for
each link, model and range of time percentage.

It is possible to observe that TMB model always provides
better results than the EMB model especially for the ranges
associated to high values attenuation.

for A,, <10dB

for A,, = 10 dB )
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TABLE IIT
RMS ERRORS OF SYNTHESIZED RAIN ATTENUATION CCDFSs.
LINK MODEL RANGE
0.01 - 5% 0.01 - 1% 0.01 -0.2%
Bradesco EMB 0.18 0.21 0.24
TMB 0.23 0.17 0.07
0.01 — 5% 0.01-1% | 0.01 -0.2%
Cenesp]S EMB 0.25 0.22 0.23
TMB 0.18 0.14 0.06
0.03 - 5% 0.03 - 1% 0.03 -0.2%
Scania EMB 0.15 0.11 0.14
TMB 0.13 0.12 0.07
0.02 - 5% 0.02-1% | 0.02-0.2%
Barueri EMB 0.19 0.17 0.18
TMB 0.19 0.14 0.05
Paranapi- 0.1 —5%% 0.1-1% 0.1-0.2%
acaba EMB 0.23 0.14 0.13
TMB 0.11 0.06 0.05

B. Fade Duration

Fade duration statistics are analyzed through the statistics of
number of fades and relative time of fade events. Figure 3 and
Figure 4 present the fade duration distributions for 10 and 25
dB attenuation thresholds for Bradesco experimental data and
data synthesized by EMB and TMB models for this link.

ive fade time CCDF - SP(Bradesco)

10° =y

o

Relative fade time CCDF (%)

10'H — - - Exp (10 dB) : : ¥ 1
~ - EMB (10 dB) k \
M- - TMB (10¢B) : Pk
—+— Exp (25 dB)
EMB (25 dB) \
—+— TMB (25 dB) Y
|+ TMB@5dB)|

]

10° 10
Fade duration exceeded (s)

Fig. 3. Relative fade time CCDFs of synthesized and experimental
data from Bradesco link.

The errors between the number and time of fades CCDF of
experimental and synthesized data are also computed
according Rec. ITU-R P.311-13. The error for relative fade
time is calculated using the test variable er for the total
fraction of fade time F(d >D | a >A) due to fades of duration d
longer than D (s), given that the attenuation a is greater than A
(dB).

The error for relative fade numbers, the test variable gy is
calculated according the probability of occurrence P(d >D | a
>A), the probability of occurrence of fades of duration d
longer than D (s), given that the attenuation a is greater than A
(dB). The test variables are defined for each attenuation
threshold A and for each fade duration value D defined by ITU
and calculated according to Equation 3 and Equation 4.

N Relative number of fade events CCDF - SP(Bradesco)
10° g -
g

Relative number of fade events CCDF
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Fig. 4. Number of fades CCDFs of synthesized and experimental
data from Bradesco link.

o) = (100 = F(DIA) X

er(D,4) = n(lOO—Fm(D|A)) )
_(P(DIA)

ey(D,A) =1n P (DIA) D14 4)

Table IV and Table V present the RMS value of the test
variables according to the model for different attenuation
thresholds for each of the five links, for the group of all
thresholds and for a group of thresholds greater or equal to 10
dB.

TABLE IV
RMS ERROR FOR SYNTHESIZED RELATIVE FADE TIME CCDF.

THR BRr CN Sc BA PA
(dB) | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB
3 0.50 | 045 | 037 | 0.37 | 0.11 | 0.11 | 0.18 | 0.23 | 0.20 | 0.20
5 0.33 1 0.30 | 0.16 | 0.15 | 0.19 | 0.24 | 0.27 | 0.36 | 0.16 | 0.17
10 [ 0.58 | 0.50 | 0.19 | 0.21 | 0.23 | 0.28 | 0.38 | 0.41 | 0.25 | 0.28
15 | 044|049 | 031 | 022 | 0.13 | 0.13 | 0.38 | 0.42 | 0.35 | 0.39
20 | 0.38 | 035]026|029]0.26]026|043|0.39|0.29]0.31
25 [ 0.51 [ 044 (037 [ 036|041 [ 042 (042 (044|037 | 042
30 | 0.61 | 0.71 | 0.38 | 0.29 | 0.38 | 0.38 | 0.58 | 0.56 | 0.41 | 0.47
35 - - 044 |1 044 | 059 | 0.61 | 0.38 | 0.43 | 0.45 | 0.49
Totl | 0.57 | 0.55 ] 0.39 | 0.35 | 0.36 | 0.37 | 042 | 0,43 | 0.33 | 0.37
Tot2 | 0.57 | 0.57 | 0.37 | 0.34 | 0.41 | 0.41 | 0,46 | 0,46 | 0.36 | 0.41

Totl = total including all thresholds ~ Tot2 = total for thresholds > 10 dB

When all attenuation thresholds are considered the mean of
RMS errors is 0.41 for EMB and TMB models. If we consider
only the thresholds greater or equal to 10 dB the mean of the
values are 0.43 for EMB model and 0.44 for TMB models.
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TABLEV
RMS ERROR FOR SYNTHESIZED NUMBER OF FADES CCDF.

THR BR CN Sc BA PA
(dB) | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB
3 040 | 0.34 | 0.30 | 0.30 | 0.11 | 0.12 | 0.16 | 0.17 | 0.40 | 0.39
5 026 | 0.26 | 0.12 | 0.11 | 0.10 | 0.12 | 0.29 | 0.33 | 0.15 | 0.15
10 | 0.57 | 0.54 | 0.24 | 0.23 | 0.27 | 0.32 | 0.24 | 0.27 | 0.30 | 0.33
15 [ 0.63 | 0.62 | 032 |0.20 | 030 | 0.26 | 0.22 | 0.26 | 0.47 | 0.50
20 | 047|045 (034024044 |044 | 041|036 |0.43 | 044
25 1047|048 | 0.67 | 0.58 | 0.50 | 0.52 | 0.46 | 0.47 | 0.43 | 0.45
30 | 0.60 | 0.64 | 0.72 | 0.62 | 0.33 | 0.33 | 0.29 | 0.27 | 0.45 | 0.58
35 - - 0.53 | 0.51 | 0.24 | 0.28 | 0.16 | 0.16 | 0.54 | 0.63
Totl | 0.52 | 0.50 | 0.48 | 0.42 | 0.34 | 0.35 | 0.31 | 0.32 | 0.49 | 0.55
Tot2 | 0.57 | 0.56 | 0.53 | 0.45 | 0.38 | 0.39 | 0.33 | 0.33 | 0.45 | 0.52

thresholds greater or equal to 10 dB. The values are presented
in Table VL.

TABLE VI
RMS ERROR FOR SYNTHESIZED FADE-SLOPE CCDF.

Totl = total including all thresholds =~ Tot2 = total for thresholds > 10 dB

When all attenuation thresholds are considered the mean of
RMS errors is 0.43 for EMB and TMB models. If we consider
only thresholds greater or equal to 10 dB the mean values are
0.45 for both models.

C. Fade slope

Figure 5 presents the fade-slope distributions for 15 and 25
dB attenuation thresholds for Bradesco experimental and
synthesized data by each model for this link.
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Fig. 5. Fade slope CCDFs of synthesized and experimental
data from Bradesco link.

When we consider the five links it is possible to observe
that both models generally overestimate fade slope.

The errors between the experimental and synthesized fade
slope CCDFs are also computed according Rec. ITU-R P.311-
13. For each attenuation threshold A and for each fade slope
value { defined by ITU, the test variable ers is calculated from
the synthesized exceedence probability Pg({JA) and the
measured exceedence probability P({ |A) for each radio link
as

R ({14) = B (S14)
"B(S1A) + Pr(C14)

The RMS values of the test variable were calculated for
each attenuation threshold, for all thresholds and for

&)

ers(G,A) = 2

THR BR CN Sc BA PA
(dB) | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB | EMB | TMB
3 0.73 1079 | 1.09 | 1.11 | 0.89 | 0.95 | 1.21 | 1.25 | 1.18 | 1.16
5 0.76 | 0.88 | 1.01 [ 1.05 | 0.66 | 0.77 | 1.10 | 1.19 | 1.07 | 1.08
10 | 0.66 | 091 | 0.79 | 0.91 | 0.56 | 0.78 | 0.44 | 0.83 | 0.88 | 0.94
15 1079 | 0.31 | 0.50 | 0.83 | 0.27 | 0.60 | 0.76 | 0.91 | 0.70 | 0.97
20 | 0.64 | 0.64 | 0.44 | 0.69 | 0.84 | 0.29 | 0.46 | 0.75 | 0.72 | 0.92
25 10.77 | 0.40 | 044 | 047 | 0.76 | 022 | 042 | 0.73 | 0.62 | 0.64
30 | 0.89 | 031 092]039]099|0.72|086|0.70 | 0.86 | 0.47
35 - - 1.01 | 094 [ 095 | 0.70 | 0.91 | 0.61 | 1.12 | 0.95
Totl | 0.80 | 0.67 | 0.91 | 0.90 | 0.86 | 0.74 | 0.95 | 0.99 | 1.03 | 1.00
Tot2 | 0.79 | 0.59 | 0.79 | 0.82 | 0.82 | 0.66 | 0.74 | 0.82 | 0.91 | 0.93

Totl = total including all thresholds ~ Tot2 = total for thresholds > 10 dB

When all attenuation thresholds are considered the mean of
RMS errors is 0.91 for EMB model and 0.86 for TMB model.
If we consider only thresholds greater or equal to 10 dB the
mean values are 0.81 and 0.76, respectively.

V. CONCLUSION

Results of TMB model are particularly good for the
cumulative distributions of attenuation. The results for the
dynamic characteristics of rain attenuations, particularly fade
slope, are improved by the use of TMB model.

It is possible to conclude that although both models may be
applied for terrestrial links, TMB model provides better
results, particularly for deep fades, and may help in the design
and optimization of FMT. This is important for tropical areas
where high rainfall rates and, consequently, high attenuations
due to rain are observed.
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Abstract— This paper proposes a framework for QoS mapping
in Heterogeneous Wireless Networks formed by WiMAX/Wi-Fi
networks. The proposal adopts the new IEEE 802.21 standard or
Media Independent Handover (MIH) to allow the vertical
handover, the target network detection, and to facilitate a
seamless integration between heterogeneous networks.
Furthermore, we propose an algorithm for vertical handover
decision that takes into account the classes of services of WiMAX,
the access categories of Wi-Fi, and the aggregate throughput
from both the current and the target networks. Thus, our
proposal aims to achieve a good tradeoff between network load
and the provided QoS, even for best effort traffic. The proposal is
evaluated through simulation using the Network Simulator (ns-2)
and the performance results are presented in terms of QoS
metrics (throughput and delay) in order to demonstrate the
effectiveness of the framework in ensuring QoS and load
balancing.

Index Terms—QoS, load balancing, IEEE802.21, IEEES802.11e,
IEEES02.16e.

1. INTRODUCTION

The availability and evolution of various wireless access
technologies, the proliferation of users’ equipments with
multiple interfaces, as well as the increased demand for mobile
multimedia applications, have required solutions for providing
service continuity and QoS to mobile users while they change
their point of attachment (base stations or access points).
Furthermore, in general, the wireless QoS provisioning is
based on a layer 2 technology-specific solution. Thus, the
seamless mobility among heterogeneous networks will depend
on how those QoS frameworks can be integrated in order to
provide similar levels of services for ongoing sessions, even if
the user is served by a different technology while on the move.

Particularly, two wireless access technologies have been
deployed worldwide for mobile Internet. The IEEE 802.11 [1],
also known as Wireless Fidelity (Wi-Fi) and the IEEE 802.16
[2] (Worldwide Interoperability for Microwave Access -
WiMAX).

The Wi-Fi is one of most popular and inexpensive wireless
access technologies which offers a few meters of connectivity
for wireless local area networks (WLAN) and it was originally
designed without any QoS framework in mind. In order to
support service differentiation and QoS, the IEEE 802.11e [3]
was designed. This amendment includes the Hybrid
Coordination Function (HCF) which introduces two modes of
operation: the Enhanced Distributed Coordinated Access
(EDCA), a contention based mechanism, and HCF Controlled
Channel Access (HCCA), a contention-free mechanism. The
EDCA [4] defines four access categories (AC) at the MAC
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Kelvin Lopes Dias
Federal University of Pernambuco, Brazil
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layer, known as (AC_VO) for voice traffic, (AC_VI) for video
traffic and (AC_BE) for best-effort traffic, such as HTTP and
FTP, and ( AC_BK) to background traffic, sorted from highest
to lowest priority, respectively. Each AC has a single
transmission queue and particular parameters, such as upper
and lower thresholds of the contention window (CW_Max and
CW_Min respectively), Arbitrary Inter-Frame Spacing (AIFS)
and Transmission Opportunity (TxOP), that are configured to
prioritize different medium access. Traffic with high priority
ACs has lower values for CW_Max, CW_Min, and AIFS than
traffic belonging to low priority ACs.

The WiMAX is one of the most recent broadband
technologies for Wireless Metropolitan Area Networks
(WMANS). The traffic, either on uplink or downlink direction,
is carried using dedicated connections. To handle the
applications with different QoS requirements, the technology
also implements support for QoS at the MAC layer to
facilitate interaction with the radio resource management and
physical layer. Its QoS framework adopts five classes of
services (CoS): Unsolicited Grant Service (UGS), real-time
Polling Service (rtPS), extended real-time Polling Service
(ertPS), non real-time Polling Service (nrtPS) and Best Effort
(BE) [5]. Each CoS has a set of QoS parameters that must be
included in the service flow definition when the class of
service is enabled for a service flow. The main parameters are:
traffic priority, maximum latency, jitter, maximum and
minimum data rate and maximum delay. After being admitted
on a connection, the service flow will receive from the Base
Station (BS) a Connection Identifier (CID) for its proper
classification [6].

Next Generation Networks (NGN) or Fourth Generation
(4G) has the main objective of providing ubiquitous
connectivity between different wireless technologies through
multi-interface nodes [7]. Aligned with this trend, the IEEE
approved in March 2004, the new IEEE 802.21, also known
Media Independent Handover Services (MIHS) [8]. The
MIHS is designed to enhance the integration and mobility
between different wireless technologies, as well as to allow
horizontal and vertical handover, i.e. the change of the
attachments points between homogenous and heterogeneous
technologies, respectively. To accomplish these objectives, the
framework has a set of signaling events, triggers and services,
unified to any technology, which provide information from
lower layers (MAC and Physical layer) to the upper layers
(Application layer) of the protocol stack.

This article proposes a framework for QoS in heterogeneous
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wireless networks formed by WiMAX and Wi-Fi networks.
Specifically, our solutions provide a QoS mapping between
the WiIMAX classes of services and the Wi-Fi access of
categories. Moreover, our proposal also combines a load
balancing feature with the mapping solution in order to
achieve a good tradeoff for both network operator and the user
through a novel handover decision algorithm. Besides being
used for facilitating the handover, the MIHS is also adopted in
our proposal as a means of obtaining the aggregate throughput
of both the current and the target networks.

The paper is organized as follows: Section II describes the
related works. Section III discusses the proposed mapping
scheme. The algorithm for vertical handover decision is
presented in Section IV. The evaluation and performance
results are presented in Section V. The Section VI concludes
the paper and presents the future works.

II. RELATED WORK

This section discusses related work on QoS, WiFi,
WiMAX, heterogeneous networks, MIH, and handover
decision policies in the literature.

In [9], the authors proposed a management framework to
interface with QoS support in multi-interface wireless
terminal. The framework is based on MIH and uses link layer
metrics to evaluate network conditions and thus to assist the
handover decision. Despite the information from the link layer
of both networks, the authors do not propose a load balancing
scheme. Policies were also implemented to support user
preferences. The framework consists of three main functional
blocks: Virtual Device Agent (VDA), Media Independent
Handover (MIH) and Profile Storage. The VDA aims at
maintaining the connection table, i.e. the mapping between the
service flows and the network interface, execution of policies
and redirect the flows during the handover. The MIH is
responsible for the unification of interfaces between different
technologies and, finally, the Profile Storage, which
continually stores dynamic L2 parameters. This paper does not
evaluate the QoS management considering mobility scenarios,
i.e. users remain static in an overlapping area between Wi-Fi
and WiMAX networks. Furthermore, the flows’ priorities are
set through reservation of channels and not by the CoS
framework to provide QoS.

The proposal presented in [10] developed a Vertical
Handoff Translation Center Architecture (VHTC) to guarantee
QoS during the handover in heterogeneous networks.
However, the authors have not evaluated or simulated neither
handover scenario nor QoS support during the handover. The
term handover mentioned in that article, is related to data
traffic and not the mobility of nodes. The nodes are static and
communicate with each other via wired link whose extremity
is formed by Wi-Fi and WiMAX networks. This study used a
modified version of Network Simulator (ns-2). The EDCA
module of Telecommunication Networks Group (TKN) and
WiMAX module of National Institute of Standards and
Technology (NIST), were modified for communication and
integration, considering that the WiMAX module does not
implement classes of service for WiMAX technology, i.e. in

this paper there is no the true implementation of WiMAX
CoS.

In [11], the authors propose an integrated heterogeneous
environment of IEEE 802.11 and IEEE 802.16 networks, as
well as the development of a mechanism for QoS mapping in
order to meet the requirements of real-time applications by
allocating bandwidth to the subscriber station. The authors
have also developed two algorithms of QoS, one for BS and
another for the SS (Subscriber Stations). The BS algorithm
performs allocation of bandwidth for services of all SSs while
the SS algorithm performs allocation of bandwidth for real-
time services in SS. To simulate and evaluate the proposed
environment, the authors used the EDCA module of TKN, the
WiMAX module of Chang Gung University (CGU) and MIH
for the exchange of messages between both technologies.
Importantly, the WiMAX module of CGU used in this paper,
do not implement classes of service scheduling, and in the
evaluated scenario, the nodes neither perform mobility nor
adopt any algorithm that could intelligently assist the
handover decision.

In [12], the authors propose a model for integrating Wi-Fi
and WiMAX networks in Customer Premises Equipments
(CPE). Moreover, they develop an adaptive scheduling
algorithm to ensure QoS for both real-time and for non-real
time traffics on the WiMAX interface. Is noteworthy, that the
proposal evaluation was performed using the QualNet
simulator. The integration Wi-Fi/WiMAX is performed
through Integration Management Entity (IME) located in the
CPE, which is responsible for providing the MAC layer level,
mapping of different traffics and managing of signaling
connection. Although the proposal defines an efficient method
of integration, it does not take in to account both the mobility
and QoS management. For the proposed scheduling strategy,
the arrival of Protocol Data Units (PDU) on the CPE, coming
from Wi-Fi nodes, are mapped to different classes of services
queues (UGS, rtPS, BE and nrtPS). The scheduling algorithm
analyses these queues and provides the lowest delay for rtPS
connections and ensures no data loss for nrtPS traffics. In
summary, the algorithm only guarantees QoS for WiMAX
interface, but not for the Wi-Fi interface. Furthermore, there
is no support for mobility and QoS management in an
integrated way.

To the best of our knowledge, there is no integrated
environment that combines 802.11e, 802.16e and 802.21
standards with the aim of providing QoS mapping, load
balancing and vertical handover decision algorithm. Some
papers in the literature have implemented WiMAX classes of
services and Wi-Fi access categories. Those works either only
includes MIH with link layer parameters to assist the decision
making process of the network or develop some mechanism to
perform traffic mapping. Hence, in general, the proposals do
not address mobility in heterogeneous environment as well as
do not propose intelligent handover decisions based on load
balancing strategies between Wi-Fi/WiMAX networks in
conjunction with QoS frameworks.
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Fig. 1. Proposed framework for QoS mapping in heterogeneous wireless
networks Wi-Fi / WiMAX integrated into MIH.

IIIl. FRAMEWORK FOR QOS MAPPING

The Figure 1 shows the logic diagram of the integration
between MIH with 802.11e/802.16e standards. It shows the
internal architecture of the mobile node, 802 network, 3GPP
network, and the core network. As we can see, all the nodes
and Point of Attachment (PoA) with MIH support have a
common structure surrounding a central entity, called Media
Independent Handover Function (MIHF). The MIHF acts as
an intermediate layer between the upper and lower layers, so
that its main function is to coordinate and exchange
information and commands between different devices that
want to make decisions and perform handovers. Each node
and PoA can have a set of MIH users, mobility management
protocols, which use the functionality of MIHF to control and
obtain information related to the handover. The MIHF
communicates with the MIH users and lower layers, based on
a number of service primitives defined which are grouped in
Service Access Points (SAPs). As the figure, the three SAPs
defined are listed below: MIH_SAP, and MIH_NET_SAP

MIH_LINK_SAP. The MIH_SAP is the interface that enables
communication between the MIHF and the upper layers. The
MIH_NET_SAP is the interface responsible for exchange of
information  between remote MIHF entities. The
MIH_LINK_SAP is the interface between the MIHF and
lower layers [13].

It is through MIH_LINK_SAP that QoS parameters of the
Medium Access Control (MAC) are passed to the upper layers
in both Wi-Fi and WiMAX technologies. Thus, with the
adaptations and integration of features that allow the
classification and scheduling of flows from the upper layers
and vice versa, it is possible to ensure QoS according the
IEEE 802.11e when the user is connected to the Wi-Fi
network and IEEE 802.16e when the user is connected to a
WiMAX network. The generic scheme of the QoS guarantee is
illustrated in Figure.

IV. ALGORITHM TO SUPPORT LOAD BALANCING

In this section we present the algorithm which aims at
providing network load balancing, as well as aid in the QoS
mapping between WiMAX and Wi-Fi.
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Thus, we propose a Vertical Handover Decision (VHD)
algorithm able to assist the user mobility by using the MIH in
the decision process. The VHD will take into accounting CoS
and AC combined with current aggregate throughput of the
serving and target networks in order to grant the service
continuity and a satisfactory distribution of the traffic inside
the heterogeneous network.

The Figure 2 illustrates the VHD algorithm. The threshold
values are based on empirical results obtained through
measurements after the execution of several simulations for
similar scenarios that will be evaluated in our study. It is
assumed that the current and target networks can grant the
QoS. It is important to note that these values may change
depending on the scenario under study (different technologies,
number of users, traffic model, among others). Whichever
case, it is assumed that measurements could take place in
order to set new threshold values for different scenarios.

// Sum_Wi-Fi (Aggregate throughput on Wi-Fi) in Mbps
// Sum_WiMAX (Aggregate throughput on WiMAX) in Mbps

Algorithm_VHD_Load_Balancing () {

/st step: search for a target network (scanning)
Scanning ( );

/1 2st step: verify the CoS or AC and aggregate throughput in both
/IWiMAX and Wi-Fi

IF (CURRENT_NETWORK = "802.16") {
IF (CoS = "rtPS"){
IF (Sum_WiMAX >= TH™WM) AND (Sum_Wi-Fi < THH™WF) {
Initiate handover to neighbor IEEE 802.11 network; }
} ELSE IF (CoS = "UGS") {
IF (Sum_WiMAX >= TH{YWM) AND (Sum_Wi-Fi < THEYF){
Initiate handover to neighbor IEEE 802.11 network; }
} ELSE IF (CoS = "BE") {
IF (Sum_WiMAX >= THZ"WM) AND (Sum_Wi-Fi < THEMWF){
Initiate handover to neighbor IEEE 802.11 network; }
}
} ELSE
IF (CURRENT_NETWORK = "802.11") {
IF (AC ="AC_VI"){
IF (Sum_Wi-Fi > THE™F ) AND (Sum_WiMAX < THZWM) {
Initiate handover to neighbor IEEE 802.16 network; }
}ELSE IF (AC="AC_VO") {
IF (Sum_Wi-Fi > THF ) AND (Sum_WiMAX <= THSWM)(
Initiate handover to neighbor IEEE 802.16 network; }
} ELSE IF (AC = "AC_BE") {
IF (Sum_Wi-Fi > THEF ) AND (Sum_WiMAX <= THEWM){
Initiate handover to neighbor IEEE 802.16 network; }

Fig. 2. VHD Algorithm to support the load balancing.

THE™M(10Mbps): Maximum or Minimum threshold of
aggregate throughput WiMAX for video, if the current
network is WiMAX or Wi-Fi respectively.

THE2™™™M(8Mbps): Maximum or Minimum threshold of
aggregate throughput WiMAX for voice, if the current
network is WiMAX or Wi-Fi respectively.

THEY"M(6Mbps): Maximum or Minimum threshold of
aggregate throughput WiMAX for FTP/HTTP, if the current

network is WiMAX or Wi-Fi respectively.
THE™F(6Mbps): Maximum or Minimum
aggregate throughput Wi-Fi for video,
network is Wi-Fi or WiMAX respectively.
THEWF (4Mbps): Maximum or Minimum
aggregate throughput Wi-Fi for voice,
network is Wi-Fi or WiMAX respectively.
THEWF(2Mbps): Maximum or Minimum threshold of
aggregate throughput Wi-Fi for FTP/HTTP, if the current
network is Wi-Fi or WiMAX respectively.

threshold of
if the current

threshold of
if the current

In the following, the algorithm will be described.
Regardless of what candidate network will be selected to
perform handover (Wi-Fi or WiMAX), it is considered that the
MN can start its session in any WiMAX or Wi-Fi coverage.
Hence, the study considers both QoS mapping directions.
Firstly, the algorithm checks the MN’s CoS/AC, depending on
its current and target networks. Next, the comparison between
the aggregate throughput of the current network against the
predefined maximum threshold for MN’s CoS/AC, as well as
between the aggregate throughput of target network against
the predefined minimum threshold for the corresponding QoS
mapping are carried out.

An interesting aspect to note is that a mobile node with low
priority flow is more suitable to perform handover than a
mobile node with high priority. This benefits the load balance
as it permits that, in case of congestion, for example, BE
traffic could vacate cells in order to both improve its own
performance since; in general, this class will be the first choice
to be degraded according to flow priorities, and at the same
time to redistribute the traffic among cells. Thus, in our
simulated scenario, a WiMAX network with aggregate
throughput equal to 6 Mbps is sufficient to damage a BE flow
that competes with higher priority flows. In summary, our
proposal takes into account the QoS mapping in order to
maintain the service continuity and it also avoids that low
priority flows be degraded by intelligently handing off these
flows to wunder-loaded cells, thus promoting the load
balancing.

Based on the signaling messages described below, it is
important to mention that in our proposal, the MIH in mobile
node has the methodology ability to collect current throughput
at the time that a neighbor network is detected, as well as
sending this information to the current PoA, for then calculate
the aggregate throughput.

The Figure 3 depicts the MIH signaling along with VHD
algorithm in the mobile node, which is responsible for the
handover decision. The figure illustrates a scenario where a
node with BE class of service is moving from the WiMAX
coverage area, which is already saturated, and then decides to
perform handover to an under-loaded Wi-Fi cell. The
signaling sequence is described below.
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1. Firstly, the mobile node detects a Wi-Fi neighbor
network through message MIH_LINK_SAP Link_Detected.

2. The WiMAX interface sends to MIH its current
throughput (MIH_LINK_SAP Link_Parameters_Report). The
MIH forwards the value of the throughput through the
WiMAX network to the current BS.

3. The MIH of the target network (Wi-Fi) also sends its
current  throughput to the BS (MIH_LINK_SAP
Link_Parameters_Report). It is assumed that, if this
information exists, it was send previously to the Wi-Fi AP by
one of its served mobile nodes.

4. Although the mobile node has already listed its target
network, it sends to BS a request to query available candidates
networks (MIH_Candidate_Query Request). The BS performs
successive message exchanges with the AP in order to request
resources information.

5. The query result is sent to the MN
(MIH_Candidate_Query Response), together with the result of
the sum of the throughput of all nodes from both WiMAX and
Wi-Fi cells.

6. At this point, the MN has enough information about the
target network and then makes the decision to perform
handover or not. As the AP is the only possibility, it is
selected and the final decision is up to the result of the
aggregate throughput according to classes of service, which in
this case is BE. As the aggregate throughput in WiMAX is
higher than the maximum threshold (Sum_WiMAX > 6Mbps)
and the aggregate throughput on Wi-Fi is less than the
minimum threshold (Sum_Wi-Fi < 2Mbps), then the MN will
start the process of association with the Wi-Fi network.

7. The MN sends a notification message to the BS with
information about the target AP (MIH_MN_HO_Commit

Request).

8. The BS then informs the target AP
(MIH_N2N_HO_Commit Request) that the MN will move to
its coverage area.

9. The target AP responds to the BS, authorizing the start of
handover (MIH_N2N_HO_Commit Response).

10. The BS forwards the authorization to the MN
(MIH_MN_HO_Commit Response).

11. The 802.11e interface is associated with the target AP.

V. PROPOSAL EVALUATION

In this section, the simulation results for the proposed QoS
mapping scheme and load balancing algorithm are presented.
In ns-2 [14], the NIST Mobility module [15] was modified for
adaptation and integration of QoS modules for Wi-Fi [16] and
WiMAX [17] and the inclusion of VHD algorithm. The results
are divided into two scenarios:

¢ A mobile WiMAX/Wi-Fi scenario (Scenario 1) to show
the QoS mapping scheme. Three MNs with QoS support,
moving through different PoAs.

e A mobile WiMAX/Wi-Fi scenario (Scenario 2) to
demonstrate the efficacy of the load balancing algorithm.
Six MNs with QoS support, moving through different
PoAs, and three UGS subscriber stations (SSs) are static.

The topology used in simulations is illustrated in Figure 4.
For all simulations, the network infrastructure is formed by
one web server, four routers, one BS 802.16e, one AP 802.11e
and MNs equipped with MIH and dual interface 802.16e and
802.11e.

~Base Statjon

Mobile l\‘ode . I ‘/» :

Up Layers

IEEE 802.21 + VHD

Low Layers

IEEE IEEE
802.16e| [802.11¢|

Fig. 4. Network topology.

The main parameters used in the simulations are presented
in Table 1.
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TABLEI
SIMULATION PARAMETERS.
802.11e 802.16e Wired
Network
Transmission rate 54 Mbps 75 Mbps 10 Mbps
Cell radius 50 m 1000 m -
Number of nodes/ 3 Nodes (5 m/s speed) 4 Routers
Routers (Scenario 1)
Number of nodes/ 9 Nodes (5 m/s speed) 4 Routers
Routers (Scenario 2)
Scheduling - Round Robin -
(RR)
Queue Type Drop Tail (40 ms delay)
Packet Size (Scenario 1) 512 bytes
Packet Size (Scenario 2) 1024 bytes
Time for each simulation 50 seconds
Number of simulations 100
to each scenario
Confidence Interval 95 %

A. Validation of QoS Mapping

In the first scenario, three MNs are equipped with dual
interface (WiMAX and Wi-Fi), each one receives from the
server (downlink direction) a different type of traffic (video
streaming, voice and data). All flows are configured with rate
at 3Mb/s. All MNs are initially in the range of a single
coverage by WiMAX. As the MNs move at 5 meters per
second (18 Km/h), they will enter into an overlapped region
(Wi-Fi and WiMAX coverage). As MNs keep moving, they
return to a single coverage belonging to the WiMAX cell.

The mapping strategy is illustrated in Table 2. Voice, video
streaming and data applications are classified using WiMAX
CoS, such as UGS, rtPS and BE, or classified in Wi-Fi AC,
such as AC_VO, AC_VI and AC_BE.

TABLE II
MAPPING QOS BETWEEN WIMAX AND WI-FI.

APPLICATION IEEE 802.16e IEEE 802.11e
Voice UGS AC_VO
Video streaming rtPS AC_VI
FTP BE AC_BE

In Figure 5, as there is no QoS support for both
technologies, the flows are not classified into ACs or CoSs.
During the simulation, although all three flows reach the
maximum throughput in WiMAX network, there is no
differentiation of traffic and after the handover to the Wi-Fi
network, the throughput reduces sharply for all flows,
damaging sensitive to traffics loss and delay as video and
voice. At the time the MNs return to the WiMAX cell, the
throughput remains the same for all flows, i.e. there is no
priority between them to access the wireless medium.
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Fig. 5. Throughput of the three flows without QoS support.

According to Figure 6, the MNs configured with UGS and
rtPS flows have maximum throughput until the instant 19s
when they perform handover and their flows are mapped to
AC_VO and AC_VI, respectively, in Wi-Fi network. The MN
with BE flow in WiMAX coverage, has the lesser throughput
until the instant 13s when it performs the handover and it flow
is mapped to AC_BE in Wi-Fi network. As shown in the
Figure 6, it gets a sudden increase in throughput to 1.8 Mbps,
because the channel is free until the instant 19s. The MNs
perform another handover back to the WiMAX network, so
that the flows with Wi-Fi access categories AC_VO, AC_VI
and AC_BE are mapped to the WiMAX Classes of Services
UGS, rtPS and BE, respectively.
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Fig. 6. Throughput of the three flows with QoS support.

B. Validation of the Load Balancing

In the second scenario, nine MNs are equipped with dual
interface (WiMAX and Wi-Fi). All MNs receive from the
server (downlink direction) different types of traffics, i.e. a
group of three MNs receive video streaming, another group of
three MNSs receive voice and the remaining three receive data
by FTP protocol. All flows are configured with data rate at 1,5
Mb/s. In this analysis, the nine MNs are initially in the range
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of a single WiMAX coverage. Three MNs with BE CoS and
three MNs with rtPS CoS, moving at 5 meters per second (18
km/h) toward an overlapped region (WiMAX and Wi-Fi
coverage) and the three SSs with UGS CoS are static
generating background traffic.

The Figure 7 illustrates the average throughput of six MNs
to be analyzed before and after of handover to the Wi-Fi
network. When all the MNs are in the WiMAX cell, MNs with
BE CoS does not have sufficient throughput to transmit data.
This happens because the network is saturated by MNs with
UGS and rtPS flows. As there is no handover control by an
intelligent system or algorithm, the six MNs with rtPS and BE
flows, perform the handover for the Wi-Fi network. We note
that the throughput of AC_BE flows had a small
improvement. On the other hand, an AC_VI flow had a

decrement of throughput (on average 1.2 Mbps)
compromising the video quality.
18 WiMAX I Wi-Fi
! 1
— 16 !
g L I
2 14
= ! 1
= 1
5 12 1
= 1
5 ¢ !
2 08 '
= ! 1
s 06 !
L7 1
[l
X :I : I
< 02 }
1
1] — e 1 .
1
mBE1 mBE2 mBE3 mrtPS1
HrtPS2 ErtPS3 WAC_BE1  WAC_BE2
EAC_BE3  mAC VIl  mACVI2 AC_VI3

Fig. 7. Average throughput without VHD algorithm.

Figure 8 depicts the results of VHD algorithm. As can be
seen, the implementation of the VHD algorithm promotes a
better load distribution among the cells of the heterogeneous
network. In this case, even before make handover to the Wi-
Fi, the MNs with BE CoS, verify whether the aggregate
throughput of WiMAX network, whose value is 9.2 Mbps (the
three MNs with rtPS CoS and the three SSs with UGS CoS are
in the WiMAX with maximum throughput of 1.5 Mbps), is
greater than 6 Mbps (condition to execute handover). The
value of the aggregate throughput of target Wi-Fi network is 0
Mbps, i.e. until the moment there is no MN generating traffic.
This value is compared with the minimum threshold, that is, 2
Mbps. And then, with the two conditions satisfied, the three
MNs with BE CoS perform the handover. The MNs with rtPS
flows, also compare their current aggregate throughput (9.2
Mbps) with the maximum threshold that is 10 Mbps, as well
as the current aggregate throughput of the target Wi-Fi
network, whose value is 4.5 Mbps (the three MNs with
AC_BE are already in the Wi-Fi with maximum throughput of
1.5 Mbps) compared to the minimum threshold of 6 Mbps. As
the first condition was not satisfied, the three MNs with rtPS

CoS do not perform handover to the WiFi cell.

The result of using of the algorithm is shown in Figure 8.
The three rtPS flows do not perform handover and therefore
they remain with rtPS CoS and maximum throughput of 1.5
Mbps. The three BE flows perform handover and they are

mapped to AC_BE at the Wi-Fi. Furthermore, the
BEs achieved a maximum throughput of 1.5 Mbps.
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Fig. 8. Average throughput with VHD algorithm.

The Figure 9 shows the results without the use of VHD
algorithm in terms of end to end delay for the packet delivery.
The first three peaks delay in the time intervals [18s, 23s] is
regarding the handover of three MNs with AC_BE for the Wi-
Fi network. We observed that the highest delays belong to the
three MNs with AC_BE that are served by the Wi-Fi network.
The three MNs with AC_VI which also perform handover to
the Wi-Fi, suffer no delay because they have higher priorities.

—— {WilMAX) rtPS1 - (Wi-Fi)
—o— {WilMAX) rtPS2 - (Wi-Fi) AC_VI2

) AC VI
)

—— (WiMAX) rtPS3 - (Wi-Fi) AC_VI3
)
)
)

—— (WiMAX) BEL - (Wi-Fi) AC_BE1
{WIMAX) BE2 - (Wi-Fi) AC_BE2

200 - —— (Wil AX) BE3 - (\Wi-Fi) AC_BE3

700 ~

600 -

Average Packets Delays (ms)

Time
Fig. 9. Average Packets End to End delay without VHD algorithm.

In Figure 10, the highest delays only happen when MNs
with BE CoS perform handover to WiFi network. With the
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adoption of the VHD algorithm, the delay has been almost
totally eliminated.

500 -

—a— (WIMAX) rtPS1

—o— (WiMAX) rtPS2

—— (WIMAX) rtPS3

—— (WiMAX) BE1 - (Wi-Fi) AC_BE1
(WiMAX) BE2 - (Wi-Fi) AC_BE2
(WiIMAX) BE3 - (Wi-Fi) AC_BE3

N

o

S
L

300 -+

200 -+

Average Packets Delays(ms)

=

o

o
1

Time
Fig. 10. Average Packets End to End delay with VHD algorithm.

VI. CONCLUSIONS AND FUTURE WORKS

This paper describes the development of a framework for
QoS mapping and load balancing in Heterogeneous Wireless
Networks WiMAX/Wi-Fi to ensure QoS and seamless
mobility in heterogeneous environment. Furthermore, a VHD
algorithm was included in order to control the handover of
mobile nodes and load balancing between the heterogeneous
networks.

According to the results of several simulations, QoS can be
maintained during the mobility of mobile node, regardless of
the Wi-Fi or WiMAX access technology. The seamless
mobility and handover decision have also been ensured with
the aid of MIH. Our proposal allowed that both high and low
priority MNs have had their QoS satisfied even in situations
where the network is congested.

For future works, we will propose to add nrtPS class of
service and AC_BK access category to WiMAX and WiFi
networks, respectively. Moreover, we will propose a dynamic
mapping based on the changes in the network parameters and
user experience.
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Abstract— The IEEE 802.16 standard meets the need to pro-
vide wireless broadband connectivity for both mobile and fixed
users. Because the standard does not specify the implementation
of mechanisms for quality of service (QoS) provisioning, in
this paper we propose an architecture for QoS provision which
consists of an uplink scheduling mechanism in the base station
(BS) and a CAC policy based on the prediction of network delay.
The uplink scheduling algorithm is designed to support four types
of service flows (UGS, rtPS, nrtPS and BE) and the admission
control scheme makes a prediction on network delay for decision-
making. The prediction delay is calculated according to the queue
current size in the subscribers stations (SSs), which are sent to the
BS periodically by means of the bandwidth request mechanism.
The performance of the proposed scheme was evaluated using
NS-2, and good QoS results achieved.

Index Terms— CAC, Scheduling, Quality of service, IEEE
802.16, WiMAX, Delay Prediction.

I. INTRODUCTION

With the emergence and growth of applications with het-
erogeneous traffic (voice, video and data), the IEEE 802.16
standard [1] are becoming an attractive option for wireless
broadband access to last mile. This is mainly because these
networks offer a good cost-benefit to the end user, i.e.,
high capacity data transmission at a relatively low cost of
deployment.

When compared to traditional wired access technologies,
the IEEE 802.16 standard has the advantage of allowing rapid
delivery of services in areas of difficult access. Thus, the
IEEE 802.16 standard allows us to accelerate the introduction
of broadband wireless technology in the market, as well as
increase performance and reliability of services offered by
service providers [2].

The main feature incorporated by IEEE 802.16 standard,
which makes it a candidate to represent fourth-generation
(4G) wireless communication systems, is the differentiated
treatment of traffic generated by applications, essential to QoS
provisioning. Furthermore, the IEEE 802.16 standard requires
scheduling policies, traffic policing and admission control
schemes for complete the QoS provisioning architecture. How-
ever, in order to intensify the competition among network
equipment manufacturers, these mechanisms are not defined
by the standard. Thus, the standard enables the proposal of
solutions that meet the QoS requirements while maintaining
a diversification of products, that allows the choice based on

Paulo Roberto Guardieiro
Universidade Federal de Uberlandia - UFU
Uberlandia - MG - Brazil
prguardieiro @ufu.br

the required performance.

Since the IEEE 802.16 standard does not define the policies
for admission control and packet scheduling, in this paper
we propose a QoS provisioning mechanism which consists
of a new scheduling algorithm for uplink traffic that works
in conjunction with a bandwidth reservation mechanism and
a dynamic admission control scheme for IEEE 802.16 net-
works. The scheduling algorithm is performed by prioritize the
stations that have a large amount of packets in their queues.
The admission control, on the other hand, ensures that the
entry of a station on the network does not affect the QoS
of existing connections. This algorithm is based on a delay
prediction scheme and uses the buffer size information in SSs,
which are sent to the BS periodically, through of bandwidth
request mechanism. Simulations were conducted to evaluate
the experiments using different applications class.

The remainder of this paper is organized as follows: In
Section II, we give an introduction of IEEE 802.16 standard. In
Section III, we describe our proposed scheme and the Section
IV shows the related works. In the Section V we present our
scenario modeling framework. Section VI provides an analysis
of the simulation results. Finally, the conclusions are presented
in Section V.

II. THE IEEE 802.16 STANDARD

The IEEE 802.16 standard is based on OSI model and
specifies the physical and MAC layers in order to enable the
wireless broadband internet access. The MAC layer is situated
just above the physical layer and its main task is to provide
an interface between the upper layers (or other packet-based
networks) and, the physical layer, to enable data transfer. The
protocols that operate within the MAC layer are responsible for
performing the main functions of the IEEE 802.16 standard,
including the mechanisms for QoS provisioning and mobility
management. The physical layer, on the other hand, deals with
the transmission of bits over wireless channel. It operates at
10-66 GHz for Line-of-Sight (LOS) environments and 2-11
GHz for Non Line-of-Sight (nLOS) environments with data
rates of 32-130 Mbps, according to the channel bandwidth
and the modulation and coding scheme (MCS) [3].

The standard also defines two architectures related to
communication mode: point-to-multipoint mode (PMP) and
mesh mode. In PMP mode, every SSs communicates directly
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with the BS (SS-BS-SS) which means that it looks like a
star-shaped network. This architecture facilitates the network
design by centralizing the communication management within
BS. In the mesh mode, the SSs can exchange information
without interference from the BS (SS-SS). However, the
complexity in this operation mode is greater because the
SS has at least an additional control module to manage the
communication in BS.

The control over the wireless link sharing is performed at
the physical layer through both time and frequency division
duplexing formats (TDD and FDD). In TDD mode, a trans-
mission frame is divided in time-domain into downlink and
uplink subframes. In the downlink subframe, data is broadcast
on every SSs using the entire frequency spectrum available.
The transmitted data in this direction is distributed to each
SS using a downlink map (UL-MAP) that contains the exact
moment of time that each station must receive the data. In
addition, the IEEE 802.16 standard also defines an uplink map
(UL-MAP) that contains the timestamp that each station must
transfer the data. In FDD mode, the frequency spectrum is
divided into two parts, for the downlink and uplink, except
that transmission can be performed simultaneously.

A. QoS Provision

For the purpose of to support a wide variety of applications,
the IEEE 802.16 standard was designed to provide QoS
for user applications. For this, the standard is connection-
oriented in MAC layer. Each connection is identified by an
unique identifier (CID), which is associated with a service
flow characterized by a set of QoS parameters, e.g, tolerable
delay and minimum/maximum traffic rate. The connection
establishment is performed by using a three-way handshake
mechanism, which is composed by DSA-REQ, DSA-RSP and
DSA-ACK messages, as illustrated in Figure 1.

DSA-REQ
‘ Scheduler F——DSARSP
DSA-ACK: >

CAC

[y

Queues v

HH Rl

BS
Connection establishment in IEEE 802.16 standard.

Fig. 1.

The main element that acts in the setting up a new connec-
tion is the call admission control (CAC). It will receive a set of
QoS parameters within the DSA-REQ message and will decide
whether to accept the call or not, according to the allocated
bandwidth of admitted calls and the transmission capacity of
the channel. This decision is important because it ensures that
the admission of a new call will not affect the QoS guarantee
of calls already in service.

The IEEE 802.16 standard, as mentioned, differentiates the
user data in order to provide QoS assurances. For this, the
standard specifies five service classes of transmitted traffic,
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namely: Unsolicited Grant Service (UGS), Extended Real-
time Polling Service (ertPS), Real-time Polling Service (rtPS),
Non Real-time Polling Service (nrtPS) and Best Effort (BE).
The packets scheduler, which determines the order of their
transmission, will work according to different priority levels:
UGS > ertPS > rtPS > nrtPS > BE. These classes are
specified as follows:

e UGS - This service class is designed for real-time appli-
cations that require fixed bandwidth. The scheduler in BS
allocates fixed grants at regular intervals for the SSs in
order to meet this requirement. Ex. VoIP without silence
suppression (CBR - Constant Bit Rate).

o ertPS - This service class is designed for real-time
applications with variable data rate. The scheduler in BS
allocates periodic grants for the data transmission and
also allows to request for bandwidth by means of unicast
polling. Ex. VoIP with silence suppression

o rtPS - This service class is designed for real-time ap-
plications that require variable bandwidth. In order to
satisfy this requirement, the scheduler in the BS enables
bandwidth requests by means of unicast polling. Ex.
Streaming video with MPEG encoding (VBR - Variable
Bit Rate).

o nrtPS - This service class is designed for non-real time
applications which require minimum bandwidth guaran-
tee. As in the rtPS class, the SSs request bandwidth to
transmit data, but at intervals of unicast polling lower.
Moreover, the SSs can request bandwidth in unicast
polling intervals, piggyback and contention mechanisms.
Ex. FTP traffic (FTP - File Transfer Protocol).

o BE - This service class is for applications that do not
have delay requirements or require guaranteed bandwidth.
The bandwidth request is only performed by means of
piggyback and/or contention mechanisms. Ex. Web traffic
(HTTP protocol).

III. PROPOSED QOS ARCHITECTURE

The QoS provisioning in the IEEE 802.16 standard is
performed through of packets scheduling mechanism and CAC
policies (a comprehensive survey of CAC policies can be
obtained in [8]). In this paper, we propose an uplink scheduling
algorithm for the UGS, rtPS, nrtPS and BE service flows in
the BS and an admission control policy for rtPS flows based
on delay prediction. This is an extension of the paper in [11].

A. Scheduling Mechanism

The proposed scheduling strategy is based on a band-
width reservation mechanism with static portions to logically
separate the real-time flows (UGS and rtPS), non-real time
flows with the guaranteed minimum bandwidth requirement
(nrtPS) and best effort traffic (BE). This bandwidth reservation
mechanism has been created in order to avoid starvation of low
priority flows (bandwidth starvation), such as nrtPS and BE
classes, when the network is operating under a high traffic
load.
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The bandwidth reservation mechanism proposed allocates a
fixed amount of bandwidth for the connections belonging to
UGS and rtPS service classes (W bps), which is allocated on
demand for flows of these classes, according to the priority
level UGS > 1tPS. The W portion is used primarily for the
real-time flows, but to avoid waste of bandwidth, W may be
used to nrtPS and BE flows if there are no UGS and rtPS
flows in the network or the total bandwidth required for these
connections is less than . The second portion is reserved for
the nrtPS connections (7" bps) and, just as W, T can also be
used for other flows if there are no nrtPS connections or if the
nrtPS request bandwidth is less than 7T'. Finally, a relatively
small portion is intended to meet the BE flows (R bps), only
to avoid bandwidth starvation in this class. Figure 2 illustrates
the proposed bandwidth reservation scheme.

+— B, = Uplink bandwidth————»

[ ]

- W bps

UGS and rtPS connections

v
A

T bps———»<+—R bps—»
nrtPS connections BE connections

Fig. 2. Bandwidth reservation scheme proposed

The proposed scheduling mechanism defines four queues
in BS, one for each service class, and these are served in
accordance to the priority levels specified for each service
flow: UGS > rtPS > nrtPS > BE. The UGS queue stores the
periodic grants for sending data while the rtPS, nrtPS and BE
queues stores the bandwidth requests messages. These queues
are served in a similar mode to priority queuing discipline.
However, the queues are served preemptively based on W, T’
and R reserves.

In each scheduling round, the UGS connections are first
served because of the required bandwidth is constant and
guaranteed. In this case, the condition Zn“g by <KW (Nygs =
number of UGS connections and b; = UGS rate) should be
respected, otherwise makes a preemption and the next queue is
served. Thereafter, the rtPS connections are served by ordering
them according to queue size information and providing all
the bandwidth requested by each flow. In this case, to avoid
preemption in this queue, the following condition must be
satisfied: Y379° b + D70 b3 < W, where b is the
value of the rtPS request related to j station and nrt ps is the
number of rtPS flows in the network. Then the nrtPS queue is
served, where the remaining bandwidth (W +7 — (3144 b; +
dom2 b3%) s divided between the nrtPS connections. In
this way w111 be provided for each nrtPS flow the bandwidth
min(b.?, byeq), where b;“? is the value of the nrtPS request
related to k& SS and b,,,.q is the average bandwidth resulting
from the expression Y 7775 b,! /npeps, and 1y, pg is the
number of SSs with connections nrtPS. Following this policy,
the nrtPS connections will not suffer bandwidth starvation
in the worst case (W is fully utilized), because 71" will be
used only to nrtPS flows. Finally, the BE connections are
scheduled by distributing the remaining bandwidth (W +

T (Znugb b + ZnnPs breq + ZZ;T{PS min(bzeq7 bmed)) )
between each connection 1n the network. In the worst case,
i.e., when both W and T are fully allocated to UGS, rtPS
and nrtPS flows, there still remains the R portion that will be
allocated exclusively for the BE flows, avoiding the bandwidth
starvation in this class. In the algorithm shown in Figure 3 we
describe the proposed scheduling scheme for the UGS, rtPS,
nrtPS and BE service classes.

B. Predictive CAC Algorithm

The CAC mechanism is proposed for the rtPS service
class and works in conjunction with the uplink scheduling
algorithm. In the proposed admission control algorithm, upon
receiving the DSA-REQ message, the BS makes an average
delay prediction that a new call can will suffer in the network.
If the predicted value is less than or equal to the threshold
value, the call is accepted. Otherwise, it is rejected. This
condition is checked for each rtPS connection waiting to enter
the network. The UGS, nrtPS and BE connections will be
automatically accepted by the network, however, the amount of
bandwidth allocated by the uplink scheduler for each flow over
time must satisfy W, T" and R. Since average maximum delay
is less than a threshold, the bandwidth is implicitly guaranteed
for the accepted connections. The algorithm of Figure 4 shows
the operations performed by the proposed CAC mechanism.

Upon admitting a new call, the proposed algorithm does not
define a maximum allocation for each rtPS request. Instead,
the proposed scheme allocates a number of OFDM symbols
necessary to transmit all request, according to modulation
coding scheme (MCS) employed. Thus, the calculation of the
allocated bandwidth for all connections in the network varies
stochastically over time, since it depends on the values of this
request in the queue Q.

Considering there are, in a given time ¢, a maximum of K
connections that can be scheduled in the current frame and
there are N stations in the network, the average allocation for
each station (b;), which are stored in the queue, is given by
1, 2 and 3 equations:

- i1 Q2 W
K
subject to:
Kb <W =Y Qu, @)
j=1
0<K<N 3)

In the proposed mechanism, each request R; that arrives
from rtPS, nrtPS and BE stations, which reflects the applica-
tions queue length, is stored in three queues in the BS: one
for rtPS, nrtPS and BE. The prediction module will access the
contents of these queues and, in each time interval f (frame
duration), will perform the prediction. Once the BS receives
a new call request in the DSA-REQ message, the current
predicted value (line 5 from algorithm in Figure 4) will be
used in the admission control process.
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Require: N}, = Total number of OFDM symbols in the uplink
frame.
Ensure: UL-MAP = Uplink map.
1: for (j de 1 until |Q4]) do
2:  BWygs < UGS symbols by frame.
if (BWy4s + P > (N, — (T + R))) then
if (Vs — (T'+ R)) < P) then
Make up a preemption in UGS queue.
end if
BWigs = (No — (T'+ R));
end if
UL-MAP < Add BW,4s;
10: Ny < Ny — BWugs;
11: end for
12: @2 < Sorts rtPS queue.
13: for (j de 1 until |Q2|) do
14:  BWj < Symbols to transmit )2 ; bytes.
15:  if (BW; + P > (N, — (T + R))) then
16: if (N, — (T'+ R)) < P) then

R A A

17: Make up a preemption in rtPS queue.
18: end if

19: BW; + (Ny — (T'+ R));

20:  end if

21:  UL-MAP < Add BW;;

22: Ny (—Nb—BWj;

23: end for

24: for (j de 1 until |Qs3]) do

25: BW,eserved < (Nb - R)/‘QB')‘

26: BWallocated <~ min(BWrequestem BWreserved)
27:  if (BWaiiocated + P > (Nb — R)) then

28: if (N, — R) < P) then

29: Make up a preemption in nrtPS queue.
30: end if

31 BWaiiocated (Nb - R— P)s

32 end if

33:  UL-MAP < Add BW,jiocated;

34: Ny < Ny — BWanocateds

35: end for

36: index_ <— Last BE station served in the previous frame.
37: for (j de 1 until |Qq4]) do

38: i< (j+index_) mod |Qyl;

39:  BWpe <— Symbols to transmit ¢ bytes;

40: if (BW,. + P > N,) then

41: if (N, < P) then
42 Exit;

43: end if

44: BWye (Nb—P);
45.  end if

46:  UL-MAP < Add BW,,;
47: Ny <+ Ny — BWpe;

48: end for

49: return UL-MAP;

Fig. 3. Uplink scheduling algorithm.

Require: DSA-REQ message;
Ensure: DSA-RSP message;
¢ + DSA-REQ.connection;
if (c.type = rtPS) then
At < Search the current predicted delay in the network
if (4; < threshold) then
DSA-RSPAflag < 1; //Accept ¢
else
DSA-RSP.flag < 0; //Reject ¢
end if
else
DSA-RSP.flag < 1; //Accept c.
end if
return DSA-RSP;

Fig. 4. The proposed CAC algorithm.

The equation 4 describes the dynamics of the average queue
size (By;) of the stations that can not have their connections
scheduled in current frame taking into account the time ¢, N
connections and a maximum of K connections scheduled in
current frame.

0, se N=K;
B =¢ K “
> R
]’V:l_ o se N>K;

According to queue size estimation By, the prediction of
network delay (A;) can be calculated by equation 5:

a=Prir iy 5)
T

where r is the modulation efficiency (bits/symbol), the OFDM

symbol time is Ts (ms) and f is the frame duration (ms).
The equation 5 shows that the predicted delay is directly

proportional to By, since r, Ts and f is constant.

IV. RELATED WORKS

There are several works in the literature that discuss tech-
niques for scheduling and CAC in the IEEE 802.16 standard.
In this paper, we present four important works related to the
proposed mechanism.

In [4], is presented a CAC scheme that uses bandwidth
and delay information. The bandwidth control is performed
according to the fixed allocation criterion, reserving the mini-
mum rate for each class. The maximum delay control, on the
other hand, is performed according to numerical prediction of
delay, where this value is compared with the maximum delay
requirement for decision-making in CAC. In this paper we
also make a delay prediction in the network, but it is made by
means of real information in the queue of stations. This paper
is has good contribution and serves as our primary reference.

In [5], a proposal of CAC and packet scheduling using token
bucket is presented. In this paper, an estimation model of delay
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and packet loss is also provided using the token bucket with
rate tokens (r;) and bucket size (b) parameters. Our method
also uses an estimation model of delay, but based on queue
size (bandwidth request). This proposal also includes a discrete
time Markov chain model to analyze the behavior of queues
(infinite and finite queues).

In [6][7], a CAC scheme based on bandwidth reservation
model is proposed. The decision to accept the call is made
according to fixed thresholds values for each class. However,
the admission process takes into account only the bandwidth
requirement. Our method, moreover, also takes into account
the delay requirements.

V. MODELING AND SIMULATION

Both scheduling algorithm and CAC were implemented
in NS-2 [9] with the WIMAX Module developed by NIST
[12]. This simulator includes scheduling algorithms for UGS,
rtPS (based on packets deadline) and nrtPS class, but does
not include admission control algorithms. To implement the
proposed model (scheduler and CAC), it was necessary to
extend this WiMAX module in order to add connections over
time.

The considered scenarios involve one BS and variable
number of SSs in the network at regular periods and random
positions. The maximum distance allowed between a SS and
the BS is 500 meters, which enables the use of a MCS more
efficient [10].

Our simulation model considers one connection by station
and the GPSS (Grant per Subscriber Stations) mode was
used in granting the bandwidth. The main simulation and
applications parameters are listed in Table 1. These parameters
were chosen because they were used in most studies in the
literature.

TABLE I
MAIN SIMULATION PARAMETERS.

[ PARAMETER | VALUE |
Carrier Frequency 3.5 GHz
Channel Bandwidth 5 MHz
Duplexing TDD
Antenna Omnidirecional
Propagation Model 2-Ray Ground
Frame Duration 25 ms
Cyclic Prefix (CP) 0.25
Modulation 64QAM 3/4
Uplink Rate 7.70 Mbps
UGS Traffic CBR (Packet size=40 bytes; Interval=0.02s).
Traffic Rate = 16 Kbps
rtPS Traffic Video Streaming MPEG (Packet size=[200:1000];
Interval=0.01s). Average rate = 480 Kbps
nrtPS Traffic FTP (Minimum rate = 160 Kbps;
Maximum rate = 800 Kbps)
BE Traffic Web Traffic (Average rate = 75 Kbps)
Delay Threshold 20 ms if service class = UGS;
200 ms if service class = rtPS.

VI. SIMULATION RESULTS

The results obtained in this section refer to five simulation
rounds for each scenario in order to obtain a confidence

interval of 95%. In all scenarios we considered the periodic
arrival of rtPS stations on the network at fixed intervals of
5 seconds. After entering the network, each station begins to
transmit data until the end of the simulation. The throughput
and average delay are calculated at periodic intervals (¢, t+k),
taking k£ = 5, according to 6 and 7 equations.

Tot .  tit+k
S sizeltt

throughputy ;. = Tot b2 (6)

N Peont,t tt+k tt+k
Zi:l(ijl ' Z(ij,; - ij,;_ )/ Peont,i)

N

(N
where z = service class; T'ot = Total number of packets
received at [¢, ¢ + k] interval; sizef:?k = 1th packet size
received at [t, ¢ + k] interval; P.,,.; = amount of packets
received refers to i-station; Rx?’f;k and Tx?:t;rk = the receive
and transmission time to j-packet, respectively; k = the sample
interval (we uses 5 seconds); N = the amount of z-stations in

the network at [t, ¢ + k] interval.

delayg 4, =

A. Performance of the Proposed Uplink Scheduling Algo-
rithms

a) Scenario 1: The first scenario was modeled to analyze
the performance of the proposed scheduling algorithm, for the
rtPS service class. In this scenario, the rtPS stations access the
network dynamically, one at a time, at intervals of 5 seconds,
starting at time 15 seconds and a maximum of 20 SSs. We
used the proportion of bandwidth 0.93:0.05:0.02 to W, T
and R, respectively. The stations begin to transmit data after
the network entry procedure is completed and they maintains
the data transmission until the end of the simulation, in the
time 160 seconds. The evaluation parameter considered is the
average delay, calculated at intervals of 5 seconds.

We compared the performance of our mechanism with
that of the FIFO scheduler. In this scheduler, the queues are
served based on time arrival of requests, unlike the proposed
mechanism that prioritizes the stations whose lengths of the
queues are larger and also this scheduler does not provide all
bandwidth requested in each scheduling cycle.

As can be seen from the graph shown in Figure 5, the
proposed algorithm performs better than FIFO algorithm,
when the network is saturated, i.e., the utilization of reserved
bandwidth W is near 100%. This situation happens from 80
seconds onwards up to 160 seconds. This is due to the fact
that in this situation the rtPS stations can not have some of
their connections scheduled in current frame, which causes
an increase in the queue stations, because at least will be
scheduled to the next frame. The reason for the superior
performance of the proposed algorithm is that it prioritizes
the SSs whose queues are higher the average values, which
does not happen in the FIFO algorithm. The main factor
contributing to the increase of the delay is exactly the packet
accumulation in the FIFO queue. When the network is
lightly congested (15 to 75 seconds), i.e., when all connections
are scheduled in current frame, no packet accumulation in
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Fig. 7. Delay performance of CAC mechanism comparison with minimum
rate CAC.

the queue is observed and, hence, the performance of both
algorithms is similar.

The Figure 6 shows the throughput performance of the
proposed scheduling algorithm comparison with the FIFO
policy. The reason for this behavior is precisely the fact that,
in the time instant 80 seconds, the network is not able to
schedule all the flows in the same TDD frame, which causes
a substantial average delay of rtPS connections in the network,
which decrease the throughput.

B. Performance of the Proposed CAC Mechanism

b) Scenario 2: In this scenario our goal was to verify
the performance of rtPS service class with and without the
proposed CAC scheme. For this purpose, we considered only
rtPS stations, which access the network at the simulation
intervals of 5 seconds up to 20 stations.

99
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Fig. 8. Delay performance comparison between the predicted delay in the
network in relation to the delay measured.
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Fig. 9. Delay performance of the rtPS scheduler comparison with and without
the proposed CAC scheme.

Firstly, in this scenario we evaluate the performance delay
of the proposed prediction mechanism, according to equation
5. As shown in the graph in Figure 8, the delay performance
in the network is close to the predicted delay by our model
for each fixed interval of 20 ms. This demonstrates that the
proposed CAC mechanism is able to accurately estimate the
value of network delay, which is a key factor making the
correct decision.

In other evaluation study, the rtPS delay threshold was set
at 200 ms, according to Table I. The Figure 9 shows that the
CAC scheme limited the maximum delay to 200 ms. This CAC
action prevented that addition of new calls, when the network
is saturated, impair the QoS for existing connections.

c) Scenario 3: Finally, in this scenario we evaluate the
performance of the proposed CAC in relation to the CAC
based on minimum rate. For this, we considered only rtPS
flows added to the network after 15 seconds of simulation.
In this simulation experiment, we analyzed only the average
delay parameter until such time that body mechanisms of CAC
began blocking new calls, approximately at time 70 seconds.
As shown in the Figure 7, although the two mechanisms have
fulfilled its role in blocking the entry of new calls when the
network is already saturated, the proposed CAC mechanism
allows lower average delay in the network when compared
with the CAC based on minimum rate. The reason for this
is that the CAC based on predictive delay has greater control
in the delay parameter in relation to the CAC policy based
on the minimum rate, which considers only the number of
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connections on the network in relation to the parameters of
the minimum rate.

VII. CONCLUSIONS

In this paper, we presented a proposal for QoS provisioning
in IEEE 802.16 standard, which consists of an uplink schedul-
ing algorithm that works in conjunction with a bandwidth
reservation mechanism and an admission control scheme based
on network delay prediction. Both scheduling and admission
control algorithms use the queue size information in the SSs in
order to determine the priority packet and the CAC decisions,
respectively. The obtained simulation results demonstrated that
the proposed schemes are able to satisfy the maximum delay
requirement for real-time class and improve both network
throughput and delay performance for real-time and non real-
time service classes. The proposed CAC mechanism was com-
pared with a policy for admission control based on minimum
rate and showed a superior performance compared to the
average delay parameter.
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Abstract—This paper proposes a fuzzy call admission control capable of increasing the total available effective bandwidth in
scheme that operates in conjunction with a fuzzy flow control the air interface for transmission.

strategy, both implementeq in the corre.sponding ajr interface for The proposed scheme is programmed and simulated using
3G wireless network dealing with multi-class traffic traces. The MATLAB R2009b with the fuzzy logic toolbox. The

fuzzy call admission control scheme accepts a request of new call . lati Its show that th d sch h |
considering its class priority and the 3G network interconnection Simulation results show that the proposed scheme has a lower

resources, whenever the output link has enough bandwidth for call blocking probability and demonstrate how system
this end. Due to its fuzzy properties, the controlling method is resources are used efficiently. We compare our results to the
viewed as a soft-blocking strategy. Lower priority calls are CAC-FC results [6].

always blocked first if the current available bandwidth is not This paper is organized as follows. The section Il describes
enough. The fuzzy flow control reduces the transmission rate of the traffic models and classes. The section Ill presents the

active users, and as consequence, increases available effectiv . . .
bandwidth. Therefore, more efficient use of system transmission ECAC'FFC scheme in a functional block diagram, the

resource can be achieved by increasing average number of activeSimulated results are presented in the section IV and the
users. The proposed scheme was implemented in MATLAB using conclusions are given in the section V.

the fuzzy logic toolbox. The simulation results show that the

proposed call admission control scheme guarantees efficient use

of the air interface resource and achieves lower call blocking Il. TRAFFIC MODEL AND CLASSES

robability than the CAC-FC scheme proposed in [6]. . . )
P y prop [6] The arrival processes for the three classes input traffic shown

Index Terms—CAC, Flow Control, Fuzzy Logic, Multi-class in this paper are modeled thru their corresponding two-state
Traffic. Markov Processes.

These traffic processes are namely Class A, Class B and

I. INTRODUCTION Class C, the difference among them are specified by their

In this paper we propose a Fuzzy Call Admission ContrGPrresponding activity factors (AF) varying with traffic

scheme (FCAC) that operates in conjunction with a Fuzal,asses. A factor activity AF can be estimated from the input

Flow Control (FFC) strategy, both implemented in &@ll traffic flow as:

corresponding air interface for 3G wireless network dealing T
with multi-class traffic traces. In literature there are some AF = Active (1)
works similar to ours, e.g., [1], [2] and [3]. TACﬂVe + TSlence

In general the use of fuzzy control requires less accurate
mathematic formalism for process control. Instead, it uses the
experience and knowledge of the involved professionals to\where T, is the mean transmission time (with data
construct its control rule base. , available) and Fence is the mean silence time (absence of
Fu;z_y logic has been proved. to be powerful in ca ).
admission control schemes, e.g., in [4] and [5]. The FCAC The Class A traffic (referred to as video) has the highest

sch_emg has thg am .Of demdmg to accept or rejects a Ca”&’ mission priority and always requires high transmission rate.
taking into consideration of the input call's class and the Ievxle e Class B traffic (referred to as voice) has the second
of the system load in terms of the currently total average . .
effective bandwidth available in the air interface. The Iow%[;ghest priority while the Class C (referred to the data) has the

priority calls will be the first to be blocked in order to reduc Wes_t one. Th? C"f‘"S are generated randomly with the
the blocking probability of high priority calls. Due to its fuzzyf©!lowing proportions:aa, og and o for class A, B and C,

properties, the controlling method is viewed as a soft-blockif§SPectively, with ax + ag + ac = 100%. In this work each
strategy. traffic type is characterized by its particular admission

The FFC strategy has the goal of ensuring good Quality Bfiority, traffic parameter and demanded QoS connection
Service (QoS) for higher priority calls by reducing théedquirements.
transmission rates of lower priority users, and as consequence,
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Ill. ScHEME OFFCAC-FFC Nc : Total number of users in class{A,B,C}.
r(c. j,t) : Current rate of data transmission of user j in class

In this section we show how system resources are used Y _ _ _
c. It is time-varying and is updated every time frame.

efficiently in the air interface for our multi-class system. '
The proposed FCAC-FFC can be viewed as a combined SIR(C, j,t): The SIR requirement of user j in clags at

system involving simultaneously bandwidth scheduling —tmet.

algorithm [7], control call admission thresholds for a multi-  1(C..t) : Indicator function for user j in classy at timet. It

system with class differentiation [8], and fuzzy priority call IS €qual to 1 if the transmission of the user is active at that

admission control [9]. The scheme take pro-active steps tme; otherwise itis equéd O

according to the system load in order to keep the quality level

required by each class. B. Fuzzy Call Admission control (FCAC)

The FCAC and FFC are the main parts of the proposedrye Fcac block has the following input information: the
fuzzy call admission scheme with priority and its basigygieny s total average effective bandwidth and the traffic
elements are show in the Figure 1. These elements are namglses. The output of FCAC is the single decision variable D.
(a) the resource estimator, (b) the fuzzy call adm|53|0ﬁihe linguistic terms of the inputs are TAEB={S, SM, M, ML,
conFroIIer and (c) the fuzzy flow contrpller. _When a mobillq_, SL} and Class={A, B, C}, and the linguistic terms for the
station makes a request for a service, first the effectivgiput are D={Ac, Re}. The linguistic variables are referred to
bandwidth of the system is estimated. as: S-Small, SM-Small Medium, M-Medium, ML-Medium

The acceptance or rejection of the request connecti0n|_i§rgel L-large, SL-Super Large, Ac-Accepted and Re-
based on the condition of the estimated available bandwidjected.
being able to ensure the demanded QoS of ongoing calls. In We use triangular and trapezoidal membership functions
addition, by rules a new call of higher priority should béecause they are suitable for real-time operation. These

admitted first whenever the current effective bandwidth is natembership functions are showed in the Figure 2a and the

abundant. Figure 2b. These fuzzy sets are defined in the closed interval
[0.6; 1.2] and [-0.5; 2.5] for the TAEB and Class, respectively.
SIR i L The output of FCAC is a binary signal, 1 or 0 representing
> i i f—-, b the acceptance or rejection of the input call. Table | shows the
— : e rules base implemented by the proposed FCAC.
I | \

Air Interface

!
_ 'f / EJ: \ \* /v 12
— ! 1 S SM M ML L SL
— = — (2 TAAART
\ Ej / Fuzzy Flow Control . ‘ '[
0,6 =

Fuzzy Call Admission Control

Traffic Classes

0,4

AN

0,2 i
Fig. 1. Block Diagram of FCAC-FFC Scheme. I v V V V \
0,7 0,8 0,9

1 1,1 1,2

Degree of Membership

0,6
A. Resource Estimator

The current available effective bandwidth is provided by the
resource estimator. The effective bandwidth (EB) is a function
of the system’s transmission rate and signal-to-interference

Total Average Effective Bandwidth
Fig. 2a. TAEB Input Membership Function.

ratio (SIR) requirements. 1.2
The total average effective bandwidth (TAEB) is the sum e | A 5 C -
the average affective bandwidth of the buffer and the averag l \ l \
effective bandwidth used in the air interface. £ o8 —
On the other hand, the instantaneous effective bandwids l \ I \
(IEB) is the effective bandwidth used in the air interface s% %8 / \ I \ u
each instant of transmission [7]. g o4 -
ol \/ \
e 0,2 -
IEB = ZCE{A,B,C} Zﬂvzcl I(C,j, t)T'(C,j, t)SIR(C!j! t) (2) 0 g V ; \ \
-0,5 0 0,5 1 15 2 2,5
Class

where: Fig. 2b. Class Input Membership Function.
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The Table Il shows the rules base implemented by the
proposed FFC.

1,2
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Fig. 3. Surface of Control for FCAC.

The fuzzy call admission control is based in Takagi-Sugeno Instantaneous Effective Bandwidth
fuzzy model and the weighted average method is used for
defuzzification. The admission or rejection of the new call is
determined by the rules of the form:

Fig. 4. IEB Input Membership Function.

Rx:1f Inlis TAEB and In2 is Class Then Out is D TABLE I
RuLEsBAse TOFFC.
Where:
IEB D2
TAEB={S, SM, M, ML, L, SL} S Total
Class={A, B, C} SM Medium
D={1,0}={Ac, Re} M Medium
ML Low
L Zero
TABLE | SL Zero
RuULES BASE TOFCAC.
TAEB/ | S MS |M |ML (L |SL
CLASS
A Ac | Ac | Ac| Ac | Ac| Re IV. SIMULATION RESULTS
B Ac | Ac | Ac| Ac | Re| Re The proposed scheme is programmed and simulated using
C Ac | Ac | Re| Re| Re| Re MATLAB R2009b with the fuzzy logic toolbox.

The investigated CDMA system has the reverse link
bandwidth W=3.75 MHz, each call has a probability of 0.15,
The nonlinear relationship between the inputs and the outu#0 and 0.45 to be video, voice, and data call, respectively.
are shown in the Figure 3. The Figures 5a, 5b and 5c show the variations of call
blocking probability against increasing arrival rate measured
C. Fuzzy Flow Control (FFC) for thre_e priority caI_I qlasses (cla_ss_ A, class B anq cla_ss C
Thi wrolli dule has the instant tocti respectively). Here it is clearly visible that calls with high

IS controfing moduie has the nstantaneous etiectiy iority has reduced considerably the blocking probability as
bandwidth as input and a decision variable D2 as output. The . . )
TR X _ ompared to that using CAC-FC proposed in [6].(Figure 5a)
linguistic terms of the input and the output are IEB={S, SMC, The Fiaure 5b and 5¢ show that the blocking orobability for
M, ML, L, SL} and D2={Total, Medium, Low, Zero}, . '9‘:1 AT tt"". i d' g probabiiity
respectively. These linguistic variables are referred to as: dass an IS slightly better in our method.
The Figure 5d compares two controlling approached

Small, SM-Small Medium, M-Medium, ML-Medium Large, i ) g
L-large and SL-Super Large. (FCAC-FFC and CAC-FC) in terms of their overall blocking

As shown in Figure 4, the membership functions (MF) foprobabilities. Table Il shows the numerical comparison
the input have the follows geometric formats: triangular formgetween both schemes for20.25.
with 50% overlapping with their neighbor functions for SM,
M, ML and L; and trapezoidal formats for S and SL, these
fuzzy sets are defined in the closed interval [0; 2]. The output
of FFC is a numerical value determined by the weighted
average method used for defuzzification.
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TABLE Il
BLOCKING PROBABILITY FOR A= 0.25.

Class A| Class B| Class ¢Overall

CAC-FC 8,40 14,75 57,05 33,58
FCAC-FFC 0,76 14,75 51,47 29,95

V. CONCLUSIONS

In this paper we proposed a fuzzy call admission control
scheme that works in conjunction with a fuzzy flow control
strategy (FCAC-FFC) in the air interface for the 3G wireless
network environment for multi-class traffic. The simulation
results prove that the proposed scheme guarantees efficient
share of the air interface resources and achieves lower call
blocking probability than the CAC-FC scheme.

The fuzzy call admission control scheme accepts a call by
considering its class priority and the 3G network
interconnection resources, whenever the output link has
enough bandwidth for this end. The FFC strategy has the goal
of ensuring good QoS for higher priority calls by reducing the
transmission rate of lower priority users, and as consequence,
capable of increasing the total available effective bandwidth in
the air interface for transmission.

For comparison purpose, we evaluate the proposed
FCAC-FFC scheme against the CAC-FC proposed in [6], in
terms of blocking probability. The simulation results show
clearly that the proposed scheme outperforms the CAC-FC
one.

For future work, we should investigate and test traffic types
other than those modeled by process with Markovian
characteristics. This investigation has become considerably
important due to the increase of traffic loads and new
application types in 3G wireless network environment.

These changes may alter considerably the characteristics of
network traffic, for instance, highly non-Markovian, with long
range dependence and multiscaling properties. Definitely, all
these factors influence largely the performance of 3G wireless
networks.
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Abstract—We propose an architecture for distributed Network
Intrusion Detection Systems where data analysis is executed
in a cloud computing environment. Network traffic, operating
system logs and general application data are collected from
various sensors in different places in the network, comprising
networking equipment, servers and user workstations. The data
collected from different sources is processed and compared using
the Map-Reduce framework, analysing event correlations which
may indicate intrusion attempts and malicious activities. The
proposed architecture is able to efficiently handle large volumes
of collected data and consequent high processing loads, seamlessly
scaling to enterprise network environments. Also, it capable of
detecting complex attacks through the correlation of information
obtained from different sources, identifying patterns which may
not be apparent in centralized traffic captures or single host log
analysis.

I. INTRODUCTION

Intrusion Detection Systems (IDS) are important mecha-
nisms which play a key role in network security and self-
defending networks. Such systems perform automatic detec-
tion of intrusion attempts and malicious activities in a network
through the analysis of traffic captures and collected data
in general, which is compared to a set of rules in order to
identify attack signatures (patterns present in captured traffic
or security logs when a certain attack is in progress). An
IDS parses large quantities of data searching for patterns
which match the rules stored in its signature database. Such
procedure demands high processing power and data storage
access velocities in order to be executed efficiently in large
networks.

In current IDS architectures for infra-structured networks,
data collection and processing are centralized in certain nodes
and areas in the network. This approach does not effectively
result in a thorough view of localized malicious network
activity in scenarios where adversaries connect through dif-
ferent network access media, such as wireless access points,
virtual private networks (VPNs) and spare cabled ethernet
connections. Being focused on the sole analysis of central
traffic capture, the centralized intrusion detection systems are

Bernardo M. David
Electrical Engineering Department,
University of Brasilia
Email: bernardo.david @redes.unb.br

Laerte Peotta
Electrical Engineering Department,
University of Brasilia
Email: peotta@redes.unb.br

incapable of detecting complex attacks which generate patterns
both in network traffic and in application and operating system
logs in multiple network nodes. Furthermore, with rapidly
growing network activity, classical IDS rule parsing and data
analysis mechanisms are overwhelmed by the sheer volume of
network traffic and data collected, specially in large enterprise
networks. Such systems are not able to efficiently process this
volume of data or to scale as the network grows.

We propose a novel distributed network intrusion detection
system architecture which decentralizes both data collection
and processing, thus achieving better scalability, faster data
analysis and better event detection probability. Data collected
from various sources located at different places in the network
(e.g. operating system logs and network traffic) is correlated
in order to detect complex attacks which may not be apparent
in the analysis of network traffic. The proposed architecture
is based on distributed data analysis through the MapRe-
duce framework in a cloud computing environment with a
distributed filesystem to rapidly parse collected data. It is
potentially capable of detecting potential attack signatures in
almost real-time and delivering network management statistics.
This architecture scales to analyse the sheer quantity of
data collected in today’s growing enterprise networks while
being able to detect complex malicious activities. In order
to prove the feasibility of our approach we show that the
MapReduce framework is able to achieve the expected per-
formance through simulations conducted using the Hadoop
project implementation of MapReduce algorithms. We also
analyse the performance of the distributed filesystem HDFS
for such an application, showing that it is possible to store
and retrieve large quantities of data with the necessary speed

II. INTRUSION DETECTION SYSTEMS

Intrusion detection systems (IDS) automatically monitor
events occurring in a computer system or network in order
to detect malicious activities or security policy violations.
IDSs issue security alerts when an intrusion or suspect activity
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is detected through the identification of known patterns in
collected data (e.g. packet capture files and system logs).
Classical intrusion detection systems are based on a set of
attack signatures and filtering rules which model the network
activity generated by known attacks and intrusion attempts
[1], [2]. There are also efforts towards the development of
IDSs based on machine learning techniques (such as neural
networks) which automatically identify and incorporate new
attack signatures [3].

Intrusion detection systems are classified in mainly two
groups Network Intrusion Detection Systems (NIDS), which
are based on data collected directly from the network, and
Host Intrusion Detection Systems (HIDS), which are based
on data collected from individual hosts. HIDSs are composed
basically by software agents which analyse application and
operating system logs, filesystem activities, local databases
and other local data sources, reliably identifying local intrusion
attempts. Such systems are not affected by switched network
environments (which segment traffic flows) and is effective in
environments where network packets are encrypted (thwarting
usual traffic analysis techniques) [4]. However, they demand
high processing power overloading the nodes’ resources and
may be affected by denial-of-service attacks.

Network intrusion detection systems identify attacks
through the analysis of captured network traffic. This kind
of IDS is capable of processing packet captures containing
traffic from several nodes with little or no network overload
[5]. Tt is secure against internal and external attacks as it
functions invisibly in the network, simply capturing packets
in promiscuous mode. In face of the growing volume of
network traffic and high transmission rates, software based
NIDSs present performance issues, not being able analyse all
the captured packets rapidly enough. Some hardware based
NIDSs offer the necessary analysis throughput [6] but the
cost of such systems is too high in relation to software based
alternatives.

III. DISTRIBUTED DATA COLLECTION AND CORRELATION

Current networking environments are becoming increas-
ingly heterogeneous and complex, incorporating several access
media and network access which contribute to the decen-
tralization and segregation of network traffic and activities.
Moreover, in large networks, different areas are usually sep-
arated from each other for security and organization reasons.
This separation occurs in different layers, depending on the
method utilized (e.g. IEEE 802.1qg VLANS or Routing) and
offering different segregation levels . The heterogeneous and
decentralized nature of current networks results in significant
portions of traffic and activities being restricted only to certain
areas of the network (specially when different access media is
used) and never reaching central or border nodes.

In face of this situation, classic network intrusion detection
systems do not efficiently identify attacks in large heteroge-
neous networks due to their inherent centralized nature. While
NIDSs are commonly placed in central or border regions of the
network (e.g. next to gateways, servers or firewalls), malicious

activities which occur inside the network and are restricted
to a specific region may not generate traffic reaching the
NIDS nodes. In such scenarios, it is unlikely that the central
NIDS nodes would detect all insider and outsider attacks and
intrusion attempts directed to the network.

In order to effectively capture representative data of network
activities it is necessary to collect and analyse IDS data in a
distributed manner, ensuring that malicious activities occurring
in different layers of isolated network regions are detected. The
concept of distributed intrusion detection systems (DIDS) was
first proposed in [7], where a system composed of distributed
sensors and a centralized analysis system is introduced. This
DIDS functioned collecting data from heterogeneous sources
located in different areas of the network, aggregating this
data in a centralizer host referred to as director and finally
analysing it locally using standard intrusion detection algo-
rithms. It is important to notice that the proposed DIDS
collects not only traffic but also audit trails from different
nodes in the network, making it possible to identify subtle
and complex attacks through data fusion and event correlation
techniques.

Recent research on attacks detection in distributed honey-
pots and honeynets indicate that it is feasible to implement
distributed data collection architectures spanning a large num-
ber of heterogeneous nodes located in different networks [8].
An intelligent distributed intrusion detection system based on
honeynets for data collection and mobile agents for distributed
data processing was proposed in [9]. This DIDS is capable
of processing a large quantity of logs through workload
distribution but attack detection is restricted to the honeynet
area.

IV. THE MAP-REDUCE FRAMEWORK

As the volume of data stored and processed in large net-
worked systems (specially the Internet) becomes increasingly
large, more processing and storage resources are required.
In order to process this amount of data, it was necessary
to introduce a new computing paradigm, in which the data
is not centralized and queued on a single server applications
but scattered and synchronized among multiple clustered ma-
chines, offering seamless scalability with high performance
and achieving acceptable response times. Such paradigm is
commonly known as Cloud Computing.

The MapReduce framework [10] is a Cloud Computing
solution introduced by Google and used to facilitate the task
of processing large amounts of data. This framework basically
consists of distributed processing and data storage (includ-
ing databases) mechanisms. Applications in which massive
amounts of data are analysed use this approach as an efficient
way to streamline common daily tasks such as: document
indexing, search engine update, graph analysis and statistical
data processing.

In the classical MapReduce paradigm, a program receives
a set of input key/values pairs and produces a set of output
key/values pairs, using two user provided functions to perform
this operation: Map and Reduce. The Map function receives
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as input the pair and provides a set of intermediate key/value
pairs. The MapReduce algorithm then combines all the inter-
mediate values based on the key and passes these intermediate
values to the Reduce function. The Reduce function receives a
certain key "X and a set of values for this key, performing the
summation of intermediate values, in order to form a smaller
set of possible values.
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Fig. 1. The Anatomy of a MapReduce job

A. Anatomy of the MapReduce Architecture

Figure 1 shows data collection in a feasible topology for
remote data storage, which is indispensable when dealing with
logs from security devices. The cloud platform provides a
storage architecture and data processing environment. The logs
collected from honeypots are transferred to HDFS distributed
file system volumes, and become ready to be analyzed by
programs written in the MapReduce framework.

In this approach we have a master node, which controls the
cluster nodes. The master node has two features: JobTracker
and NameNode. The JobTracker searchs for machines that
have data or that are available to the cluster, the NameNode is
the central part of the HDFS, it maintains the full path in the
directory tree of all files in the HDFS and tracks where the file
data is kept. It does not store data. Client applications contact
the NameNode when it need to perform some task with the
file in the HDFS, such as add, copy, move or delete.

The cluster nodes have two other features that complete the
processing engine and storage: TaskTracker and DataNode.
The TaskTracker accepts tasks (Map, Reduce and Shuffle)
originated from JobTracker, it is configured to a set of slots,
which defines the number of tasks that it can accept. When
JobTracker submits a job to the cluster (executing operations
requested by MapReduce programs) the initial attempt is to
find some DataNode who has the data, if it is not the case,
it looks for any empty slot on the same rack. In a production
environment, a file system has more than one DataNode and
is able replicate the data between DataNodes. At startup, the

DataNode connects to the NameNodes to perform the requests
from them.

V. THE DISTRIBUTED IDS ARCHITECTURE

The proposed distributed IDS architecture based on the
MapReduce framework is composed by mainly three parts: the
sensor agents, the cloud infrastructure and a web visualization
interface. This system combines data collected form various
sources in different network areas, aggregating the data in a
distributed filesystem which is then accessed by nodes in the
cloud to carry out attack detection. The structure of the system
is shown in Figure 2.
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Fig. 2.

The Distributed IDS Architecture

A. Sensor Agents

In order to fully capture network activity, several sensor
agents are placed in different network regions [11]. The sensor
agents are multi-platform applications installed in heteroge-
neous network nodes located in isolated regions. These agents
collect relevant information captured and generated by their
host nodes and send it to the master node in the cloud
environment, which centralizes data collection. The sensors
mainly collect traffic captures and regular IDS logs generated
in host systems. This procedure delivers consistent traffic
capture data which thoroughly represents network activity as it
contains packets captured in different isolated network regions.

The sensor agents also collect audit data and security logs
generated by the host operating system. Correlating this infor-
mation with traffic captures and regular IDS logs, the intrusion
detection model and the analysis system placed in the cloud
infrastructure identify and confirm attacks which generate
patterns in different layers. As an example, a doorknod attack,
where a malicious user tries to login to several nodes using
common combinations of usernames and passwords, generates
a typical traffic pattern and also causes the security log files to
register the failed login attempts. The distributed IDS would
then by able to detect such an attack by correlating traffic
capture data with security logs collected from the affected
nodes.
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B. Cloud Infrastructure

The cloud infrastructure is a grid of computers where the
MapReduce jobs are run. This is an heterogeneous environ-
ment composed of different computers with different resources
and architectures. In theory, any platform capable of running
a MapReduce framework implementation can be used in
the cloud infrastructure to process IDS data. This flexibility
makes it viable to use legacy equipment for IDS log analysis,
reducing the costs of implementing such system.

The hosts in the MapReduce cloud are also part of a
distributed filesystem where the data collected by the sensor
agents is stored during analysis. The cloud’s master node
receives the data and stores it in the distributed filesystem
where it is accessed and modified in the analysis process.
The distributed filesystem seamlessly scales together with the
cloud infrastructure providing enough storage space to large
quantities of logs without requiring special storage devices.
Moreover, filesystem access speed is improved by distributing
data among the cloud nodes.

Several intrusion detection algorithms, data analysis, sensor
fusion and event correlation models are intended to run as
MapReduce jobs on the cloud infrastructure, which provides
scalable performance for increasingly large volumes of data
processing tasks. Information such as network flows (obtain-
able from packet capture files) is efficiently processed in a
MapReduce grid, yielding almost real-time results even in
settings with sheer quantities of logs [12]. This system can
also be used to calculate statistical data regarding network
activities and monitored nodes security.

C. Web Visualization Interface

After the collected data is processed in the cloud, the intru-
sion detection models issue alerts regarding detected ongoing
malicious activities. It is also possible to extract statistical
information from the collected data, yielding results which
require different visualization methods.

In order to provide efficient and adequate visualization of
the results obtained in the data analysis process, the result
files generated are parsed and relevant information is shown
in a web visualization interface. This enables the system to
flexibly handle different intrusion detection model outputs
and statistical data by simply adding a new module to the
visualization interface.

VI. EXPERIMENTAL RESULTS

A series of experimental simulations were performed in
order to prove the feasibility of the proposed distributed
intrusion detection system. The cloud infrastructure used for
the simulation was composed by one master node and five
slave nodes. Each node has a Intel Core 2 Duo 2.66 GHz
cpu, 4 GB DDR667 RAM, 300 GB hard disk and a 10/100
Mpbs ethernet network interface. The nodes are connected to
a dedicated 10/100 ethernet switch.

The Hadoop implementation of the MapReduce framework
was used together the HDFS distributed filesystem. Two im-
portant operations for the proposed DIDS, namely filesystem

input/output and data sorting, were simulated for varying
file sizes. Figure 3 shows the time taken to write a file
varying from 1 megabytes to 250 megabytes to the distributed
filesystem. It shows that write times increase linearly with the
file sizes. It is clear that the system would scale to a large
quantity of collected data.
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Fig. 3. File system write performance

The second experiment is sorting random data varying
from 1 megabyte to 250 megabytes. In the tested range the
sorting times oscillated between 33.4 and 35.6 seconds due
to natural oscillations in network performance. The sorting
time is essentially the same for data in this range due to
the synchronization and communication overhead between
the cloud nodes. Even in the case of single megabyte data
sorting it is necessary to prepare the nodes and the distributed
filesystem to run the required sorting task, which takes a
constant amount of time. The time elapsed in the sorting task
itself is insignificant when compared to the synchronization
overhead, showing that this solution nicely scales to sheer
volumes of data.
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Fig. 4. Data processing performance
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VII. CONCLUSION

Current intrusion detection systems do not properly handle
the sheer amount of traffic and data transmitted in large scale
networks. Furthermore, the heterogeneous and decentralized
nature of current networks causes certain network regions to
be isolated from the network’s core, where most of the data
used in current NIDSs is captured. We propose an efficient
and scalable distributed intrusion detection system based on
the MapReduce framework which is capable of handling large
volumes of logs and seamlessly scale to handle network
growth. Moreover, the proposed DIDS captures data and
logs in different regions of the network, efficiently detecting
internal and external attacks which occur in isolated network
regions. While previous research provide results which attest
the feasibility and efficiency of analysing NIDS logs, we
present simulation results show that data collection and analy-
sis may be performed in time intervals small enough to provide
almost real-time results. As a future work further investigation
on intrusion detection algorithms based on the MapReduce
framework is to be conducted. Also, a full implementation of
sensor agents and MapReduce based analysis algorithms is to
be developed and tested.
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Abstract— This paper proposes architecture for the dynamic
establishment of connections that matches the performance
constraints of grid applications. This architecture is based on
optical burst switching network, utilization of GMPLS
(Generalized Multiprotocol Label Switching) protocols and
traffic engineering functionalities. It is proposed an element
called GOBS (Grid Optical Burst Switching) Root Server that
receives requests from GOBS Servers demanding grid and
network resources to through inter-domain switching.
Simulations show that the proposal is able to minimize session
blocking, and, thus guaranteeing the defined service levels, as
well as, it improves the utilization of the grid and network
resources.

Keywords — Grid Computing, Next-Generation Optical
Networks, Traffic Engineering, Quality of Service.

I. INTRODUCTION

The advances in collaborative research-oriented issues and
education networks are changing the requirements for future
Internet applications and creating an E-Science era. The term
E-Science defines a set of advanced scientific applications that
are characterized by requiring end-to-end quality level support
and by using large amount of resources, such as processing,
storage, memory and network. On the other hand, grid
computing emerges as a model to support the use of
computing resources in a distributed way, including resources
in different countries and even different continents, to solve
problems that require large computational power [1].

The grids currently are organized, in addition to computers,
of large data repositories (storage systems), scientific
equipment controlled remotely, display devices, sensors,
among others, which offer unprecedented possibilities for
cooperation between scientists. Some of the main
characteristics of this approach are: abstraction, flexibility,
scalability and fault tolerance.

Grid computing network metrics must be seen as a resource
that is part of the grid, just as the processing units, memory,
input and output devices, among others, thus providing new
opportunities for services integrations [2]. Moreover, due to
the large volume data handled, the grids need a robust
communication infrastructure that is adaptable to the
requirements of grid-computing models.

Advances in the switching devices, especially optical
technologies have been conducted in an attempt for to attend

an increased demand for new grid-based applications.

In order to give support for grid systems, next generation
optical networks appear as the most suitable solution for a
complex grid computing models. Specifically, the OBS
(Optical Burst Switching)[3] has had advantages compared to
other optical switching approaches, such as better utilization
of links, low processing and synchronization traffic overhead,
and the separation between control plan (which is responsible
for finding resources and clever signaling of path based on
traffic engineering) and burst plane (or data plane, which is the
set of optical/non-optical devices such as optical links, add-
drop devices and optical cross-connect).

Furthermore, the OBS architecture increases the system
flexibility, by allowing the easy integration of new control
planes with intelligent, reliability and networks optimization
solutions, as happened with GMPLS (Generalized
Multiprotocol Label Switching) control plane that coordinates
traffic engineering, signaling, and intelligent and efficient
routing issues [4].

One of the main problems of optical-grid approaches are the
dynamic selection and the setup of paths. This issue might be
a problem to E-Science QoS-aware (Quality of Service)
applications and resource grids, that will be needed to end-to-
end communication path. This task is even more complex in
inter-domain links and environments.

Focused on intra-domain aspects the GOBS (Grid over
Optical Burst Switching) Server was developed to stores and
collects information about grid and network resources in order
to provide accuracy information for optimizing the path
selection decision process, however, the main problem in this
case is that the GOBS Server is limited to one A4S
(Autonomous System).

In order to fulfill the above requirements and optimize the
usage of network resources, this paper introduces an inter-
domain control plane agent based on the coordination of OBS,
GMPLS control plane and grid computing issues. This agent,
called GOBS Root Server is triggered for GOBS Server to
provide information about the resources availability from
other GOBS Servers of each domain in order to handle a
specific request and response with the best communication
path. Based on the received information (QoS and grid
resources), the effective resource reservation process is done
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by GMPLS signaling.

In order to present the impact of the proposed solution in
large-scale networks, simulations will be presented to show
the benefits of our approach regarding inter-domain routing
issues, including blocking probability reduction, resources
optimization and QoS assurance.

The rest of the paper is organized as follows. Section II
reviews related work. Section III presents a brief description
of optical networks and grids. Then, in Section IV it showed
the fundamentals parts of this architecture to offer
deterministic connections. The proposal analysis is shown in
Section V. Finally, Section VI summarizes the main
conclusions and describes our future work.

II. RELATED WORK

In the literature, there are only few works dealing with
optical multi-domain networks. Most of the research and
standardization efforts carried out so far in the area of routing in
optical networks have been focused on intra-domain aspects. The
discussions concerning multi-domain issues are in a very early
stage yet [5].

In [6], it is presented a model for the joint design of flow
control and processor allocation for task scheduling in GOBS
networks. The burst flow control algorithm that controls the
burst size [7] and processor allocation that partitions the
number of system processors are jointly studied to improve
grid performance. However, this paper doesn’t present a QoS
solution to decrease the block probability of applications.

It is important to quote OBGP (Optical BGP) in this topic,
which has been proposed integrate multi-domain optical
networks [8], [9], [10] and based on it the authors of [11],
developed the form of an extended protocol that integrate Path
State Information (PSI) with OBGP, called OBGP+, who
showed that it is possible to drastically improve its
performance, without increasing the number or the frequency
of routing updates exchanged between domains. This protocol
also shares the same well-known disadvantages of BGP, a
multi-domain routing model mainly based on the exchange of
network reachability information will not be sufficient to a
GOBS Network, who needs dynamism to establish a circuit to
burst release.

In Section IIl, we give a brief description of optical
networks and grids. In Section IV, it showed the fundamentals
parts of this architecture to offer deterministic connections. In
Section V, presents simulation results comparing performance
of the inter-domain architecture developed with a same
scenario without it. In this simulations three hierarchical QoS
classes will be evaluated to verify the improvement associated.
Finally, we give conclusions in Section VI

III. OPTICAL NETWORKS AND GRIDS

This section discusses some aspects related to the state of
the art on the integration of optical networks and grid
computing that served as motivation for the development of
this architecture.

A. Optical Burst Switching

Within the context of NGONs (Next Generation Optical
Networks), there are basically three optical switching

approaches: lambda switching (circuits), packet switching and
burst switching.

In OBS, packets are grouped into units called bursts that are
sent in an all-optical path. For this, there is a preliminary
signaling control (BCP - Burst Control Packet) that is
responsible to reserve resources in the network and configure
a lightpath. After a period, called offset time, the burst is
forwarded to the destination in an all-optical domain.

The OBS switching presents as main advantages the high
network utilization (since resources are allocated only when
there is traffic demand and are usually released when the burst
is transmitted), the lack of confirmation (that provides a low
latency signaling), and a lower implementation complexity
compared to optical packet switching (as the switching speed
required by the burst is lower) [12,13].

Furthermore, OBS switching has been considered a serious
candidate to meet the needs of grid computing for a number of
reasons, among which these stand out [14]:

* Requests (jobs) of an application can be directly mapped
to optical bursts. The variable granularity of information in the
OBS network allows different traffic profiles;

o The separation between control data (BCP) and
application data (bursts) provides data transmission in an all
optical path, without the need to convert the signal from the
optical domain to the electronic domain and vice-versa;

* The electronic processing of control packet allows the
addition of new features in the grid context such as an
intelligent resource discovery and security.

Therefore, burst switching is presented as an attractive
option to be used in grid computing, which results in the
concept of GOBS [15]. GOBS is in the process of
standardization and several issues remain to be resolved which
provides numerous research opportunities.

B. Deterministic Connections and Resource Selection

An important aspect in the context of grid computing is the
need to provide levels of service to applications that comply
with the requirements of them. Therefore, offering QoS to
applications and users of the grid is essential so these services
become increasingly attractive for the different user profiles,
contributing with the dissemination of the grid computing
paradigm and, consequently, to the reduction of the
implementation and maintenance costs of these services.

For this reason, the next-generation optical networks are the
best alternative for this scenario because of its ability to
transmit large volumes of data at high speed, since grid
applications handle a large amount of information in the order
of terabytes and sometimes even reaching petabytes.

Still, it is desirable to offer certain performance guarantees
that are required by grid applications. To achieve this we need
to be able to provide optical connections capable of providing
a certain level of service for traffic flows. For example, a
particular task may require a path whose probability of loss is
not greater than a certain threshold, defined by the
characteristics of the application. A current challenge in
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networks based purely on optical switching is the lack of a
consolidated optical buffer technology, which makes it
difficult to implement models for quality of service.

A computational grid is usually composed of a large amount
of resources, including network resources. From the user
viewpoint, it does not matter who will perform the task or
even where the data is going to be sent, what matters is that
the task is performed in accordance with the restrictions
associated to it. Thus, any action can in principle be allocated
to a task.

An important issue in grid computing is the definition of
which resources should be reserved to enable the execution of
a particular task. Thus, the discovery and selection of
resources is a topic that comes with considerable interest in the
area. The resource discovery and selection can be extended to
network components and should take into account the
characteristics of the application. For example, by monitoring
the levels of link usage, it is possible to choose a less
congested route to meet the requirements of a particular
request of an application and thus ensure that the task is not
harmed by excessive delays or losses.

Finally, traffic engineering architecture provided by the
MPLS / GMPLS is an attractive option to assist in allocating
the deterministic routes, since it relies on routing and signaling
protocols that allow the definition of LSPs (Label Switching
Paths) explicitly or based on certain restrictions [16].

IV. ARCHITECTURE TO OFFER DETERMINISTIC
CONNECTIONS IN LABELED OBS NETWORK

This section presents the elements that are part of the
architecture for connection provisioning with performance
guarantees proposed in this paper.

A. GOBS Server

To make possible the choice of a route on his own domain
that meets the requirements of a grid application, it is required
that information regarding the resources comprised by the grid
is stored. This information should be structured in components
that are responsible for determining the best intra-domain
route that meets the requirements of a task. Then, the GMPLS
routing and signaling protocols will make the actual
reservation of resources for the task.

To resolve this necessity, an element called GOBS Server
was inserted into the architecture. This component is
responsible for storing information related to network and grid
resources. The GOBS Server decides on the best way to route
a task. As queries are made, GOBS Server checks possible
routes that are more appropriate for a given request. This
checking should consider parameters such as task priority
level, the maximum loss allowed, the desired delay, the
number of required wavelengths, and the processing and
storage demand of a request.

When a node is inserted in the grid, it must be registered in
a GOBS Server that will contain specific information related
to a resource such as the type of resource (grid or network),
processing and storage power, current blocking level and class

of service. The structure suggested for the GOBS Server is
presented below and is illustrated in Table 1.

TABLE1
GOBS SERVER SAMPLE ENTRY

Node Type Process Storage Block
0 Grid 3 512 -
1 Network - - 0.002
2 Network - - 0.005
3 Grid 1 1024 -
4 Network - - 0.001

Type: Specifies whether a node is a computing node or a
network node. Computing nodes are responsible for
processing or storing grid tasks. The network nodes represent
the optical switches.

Processing: Represents processing power that a node has in
GFLOPS (109 floating point operations per second).
Applicable to computing nodes.

Storage: represents the storage capacity that a node has,
measured in bytes. Applicable to computing nodes.

Blocking: Blocking probability measured ‘“on-the-fly”
based on the number of blocked requests in relation to the total
of requests. Applicable to network nodes.

Figure 1 illustrates where the server GOBS is located within
the proposed architecture.
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Fig. 1. The GOBS Server.

B. GOBS Root Server

When a grid requisition it is requested and this resource in
his AS isn’t available, the GOBS Server will send trough an
inter-domain circuit to static default where will be discarded.

This procedure will cause serious problems for those
processes, which have requested grid resources, such as delay,
increase block probability, process timeout, etc. The GOBS
Root Server was inserted into the architecture to resolve this
necessity. This component is responsible to monitor all GOBS
Server that are implied to it.

The communication between these two agents is pre-
established and every time that a new 4S GOBS Server is
inserted to this architecture it must be registered at the GOBS
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Root Server that will contain specific information related to
his localization and his border nodes to be known who is his
neighbor.

Every time the GOBS Server receives a request and doesn‘t
have the resource available in its own AS, it will ask GOBS
Root in which domain this resource that supplies that request
is available and where to get it out the same. Once located
GOBS Root locate to which domain it should forward the
request, it forwards the requestor which path it should follow,
as it tells the same time to the GOBS Server recipient that it
will receive a request to use this resource, whether the grid or
network.

Figure 2 illustrates where the server GOBS is located within
the proposed architecture.

Fig. 2. The GOBS Root Server.

C. Route Selection

The route selection, in the proposed architecture, takes into
account both network and grid parameters. In this case, the
blocking probability experienced by flows of a particular class
of service on a link, the level of link usage, as well as the
processing and storage availability of a node in the grid are
considered. This selection of network resources is intended to
support traffic-engineering decisions and minimize the
blocking of connections in a dynamic environment with high
resource availability as a grid.

The destination will be set from the moment the route is
calculated in response to the request done to the GOBS Server
to intra-domain and to the GOBS Root Server to the inter-
domain. So, GMPLS signaling, through explicit routing, will
make the reservation of network resources.

A search algorithm to enable route selection for a given task
is proposed and presented. The purpose of this algorithm is to
reply a response to the OBS edge node that has made the
request. This response must contain information of an explicit
route that meets the requirements of the task that will serve as
input to the edge node so it executes the OBS / GMPLS
signaling and makes the reservation of resources. The
operation of the route selection algorithm is illustrated in
Figure 2
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D. Resource Monitoring

To enable the monitoring of service quality levels
experienced by optical burst classes in specific links of the
network, it is used an agent called DQMA (Dynamic QoS
Management Agent) proposed in [17]. In general, the DQMA
collects online statistics from flows of each burst class and
compares them with a table containing the levels of service
previously defined (QoS context), and that must absolutely be
obeyed. In this case, there are two types of agents: the core
agent (responsible for collecting statistics and sending alarms
to the edge upon a context break), and the edge agent (that
makes a decision on traffic engineering upon the arrival of an
alarm message).

The DQMA will be the component responsible for updating
the resource statistics in the GOBS Server. For this, DQMA
should be extended to also take into account the computing
resources.

The proposed architecture assumes the existence of pro-
active mode where each burst is treated independently. At the
moment, a burst needs to be sent, a query is made to GOBS
Server so that a route can be discovered according to
performance constraints described in the control packet. The
idea is to provide a rapid adaptation in very dynamic network
scenarios. In this mode, the DQMA is responsible for keeping
the resource information updated in the GOBS Server.
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V.PROPOSAL ANALYSIS

A. Simulation Environment

The evaluation, validation and results about this proposal
are performed and obtained through the use of the discrete
event network simulator named Network Simulator 2 (NS-2)
[18]. However, it was necessary to develop extensions to
characterize the proposal, and the main ones were:

* An agent to represent the functionality of an OBS edge
node that performs the functions of burst assembly,
mapping of grid tasks (jobs) to bursts, and signaling (offset
time);

* Changes in MPLS node with the addition of structures
to represent the fiber wavelengths and the implementation
of a dynamic admission control scheme for bursts;

« A DQMA agent to collect statistics blocks from a
particular network node and forward them to GOBS Server.

* A component to represent GOBS Server with the
structure suggested in Section /7.4 and the search function
necessary to calculate the route.

* A component called GOBS Root Server with the
structure suggested in Section /V.B and the function of
being a available resource monitor of all AS associated to it.

* An agent to represent a grid-computing node. This
node contains information on the processing capacity, and
total and available storage.

* A traffic generator responsible for generating grid jobs,
with their respective demands for processing, storage, and
the blocking threshold for the class of service to which they
belong.

In the OBS agent, the grid task mapping process is done in a
one-to-one way, that is, each task is converted into a
corresponding burst. This option was considered due to the
fact that one-to-one mapping provides a simplification of the
network operation, eliminating problems such as the ordering
of packets [19].

B. Evaluated Scenario

For the analysis of the proposal, it is considered a topology
that consists of a network with 5 ASs when each one has 2 or 3
disjoint paths intercalary. The topology used is illustrated in
Figure 4.The table 2 shows the nodes responsible for
generating tasks (jobs), the computing nodes that process the

tasks (grid nodes) and the network nodes (optical switches).
TABLE Il
NUMBER OF WAVELENGTHS PER CLASS

Task computers Grid Nodes Network Nodes
0,1,2,10, 11, 8,9,22,23, 24, 35, 3,4,5,6,7,13,14, 15,
12,25,26,27, | 36,37,51,52,53, | 16,17, 18,19, 20, 21, 28,
38, 39, 40, 54, 64, 65, 66. 29, 30, 31, 32, 33, 34, 41,
55, 56. 42,43, 44, 45, 46, 47, 48,
49, 50, 57, 58, 59, 60, 61,
62, 63.

Links have capacity of ten gigabits per second and
propagation delay of one millisecond. This topology was
chosen intentionally to provide disjoint paths, which in turn

allow viewing more clearly the impact of the changes in the
selected routes.

AS 3 AS 4 AS 5
25 26 27 38 39 40 54 55 56
- ey )
T LET T T T T

=
Fig. 4. Topology used in simulations.

Jobs have average sizes of 1.5 megabytes [20] distributed
exponentially.

The demand for processing a task is a fraction of the total
available in a node simulation also exponentially distributed
with a total average of 60%. The total processing capacity and
storage available on each computing node is fifteen GFLOPS
and one gigabyte, respectively. The offset time of the burst is
three milliseconds. The arrival of bursts follows a Poisson
process.

Three classes of service for this analysis were defined:
Class 0, Class 1 and Class 2, with class 0 having the highest
priority, class 1 having intermediate priority, and class 2 is the
best effort one.

An admission control mechanism was used [21], where
there is a maximum number of wavelengths reserved for each
class of service. Table 3 illustrates the wavelength distribution
for each class of service.

TABLE III
NUMBER OF WAVELENGTHS PER CLASS

Class Number of Blocking
wavelengths probability
0 5 0.01
1 3 0.05
2 1 0.1

The aim this work is to evaluate if the proposed architecture
is able to assure QoS to each class of service through
verification of the blocking probability metric which must be
obeyed in an absolute way, from of the available network
resource in two types of architecture models (inter-domain and
intra-domain).

C. Obtained Results

This subsection presents the results of the blocking
probability on the two scenarios. The goal is to evaluate the
impact of the blocking probability experienced by QoS classes
GOBS Server Root Server usage against the same topology
without the proposed solution. The route selection mechanism
implemented for providing quality of service guarantees in
OBS Grids and to efficiently use the available computing
resources. All simulations were run 100 times each and was
used a confidence interval of 95% regarding the average of the
samples collected.

The analysis refers to the blocking probability experienced
by classes. Figures 5, 6 and 7 present results for the blocking
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probability experienced by each class of service using the pro-
active management schemes of quality of service.

It is observed that, in general, the inter-domain architecture
has a better performance compared to the intra-domain at this.
This is due to the fact that the inter-domain architecture adapts
quickly to the network dynamics, since the bursts are treated
independently. The intra-domain architecture is more
appropriate when the network does not present a high
variability in the performance of service classes.

) Blocking probability (class 0)
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Fig. 5. Blocking probability (Inter-domain x Intra-domain): class 0

%) Blocking probability (class 1)
0.012

0.010
0.008

0.006 —m— inter-domain

0.004 intra-domain
0.002

0.000
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Traffic Load (erlangs)

Fig. 6. Blocking probability (Inter-domain x Intra-domain): class 1
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Fig. 7. Blocking probability (Inter-domain x Intra-domain): class 2

VI. CONCLUSIONS AND FUTURE WORK

The results presented that the proposal is able to improve
and guarantee the performance of the services classes and
provides a more efficient use of computing resources through
the use of traffic engineering. Furthermore, the anycast routing
paradigm is extended to node core and not exclusively to
destination nodes, that is, the entire path is analyzed and not
just the destination that will receive the task, allowing a more
precise allocation of routes, which is important for
applications that require guaranteed performance.

Regarding the architecture proposed, it was concluded that
this inter-domain approach is appropriate when the network
has a limited number of resources or when it is subjected to
high rates of traffic because the GOBS Root Server can
reallocate those requests to other domains with idle resources.

A limitation of the proposed architecture is related to the
existence or not of resources available to process all requests,
especially if the traffic offered to the network is very high.
Thus, it is not always possible to guarantee the desired
performance for bursts where there are no extra resources
available. However, grids are characterized by being
comprised of a large amount of resources, which minimizes
this disadvantage.

Future studies will involve the addition of new metrics for
route selection such as delay and delay variation, allowing the
selected routes to meet more closely the requirements imposed
by grid applications, also will be implemented grid metrics
such as memory utilization, storage and processes, to became
this architecture even better to E-Science. Thus, new forms of
path selection arise, which may be based on the use of one or
more metrics simultaneously Finally, there is a need to
implement the proposed mechanisms in a real prototype
(testbed), in order to validate the proposed architecture in a
real network. In this case, the implementation will focus on
the features of control and management, due to high costs
associated with the technologies involved in the context of this
work.
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Abstract—Hybrid networks are networks that consist of
different access networks. These networks are only loosely
coupled and in contrast to heterogeneous networks there is no
additional interworking entity to be included in the hybrid
network. Handovers in such networks are difficult because not
only the handover protocols differ but also the authentication
protocols and credentials and moreover the air interfaces. We
propose a hybrid handover protocol that does not need major
changes of existing standards. This protocol copes with the
different protocols and includes mandatory authentication in the
handover procedure. This is a prerequisite for hybrid handovers
especially if more than one provider is involved. The hybrid
handover protocol has been evaluated by simulations. The
simulation scenarios and results of handovers between GSM,
UMTS, and WiFi are given. It can be shown that the proposed
protocol has a handover success rate of more than 90% in GSM
and UMTS and up to 85% in WiFi. Additional measures to
further improve these rates are provided. The success rate only
decreased slightly compared to the conventional handover
without authentication. If authentication is included in
conventional intra GSM or intra UMTS handovers their success
rate is only about on third of the one for the hybrid handovers
presented here.

Index Terms—authentication, handover, hybrid networks.

I. INTRODUCTION

Mobile communication networks and systems are the most
popular means for telecommunication as they are
comparatively easy to install. With an increasing number of
mobile networks - everyone with a higher data rate as the ones
before - users get accustomed to the ever increasing
availability and quality of mobile connections. Ongoing
research aims to provide better and better communication
experience for the user and to fulfill his needs for ubiquitous
availability and reliability with growing data rates.

Nowadays we have a broad variety of already existing
networks, among them popular systems such as GSM, UMTS,
and WiFi (IEEE 802.11) as well as emerging ones as
WIMAX. These networks differ in many ways: frequency
bands, bandwidth, modulation scheme, range of a single
transmitter, type of coverage (island or nationwide),
subscription mode, protocols, security features and keys, and
many more. Most of these networks have been designed
independently from each other. The short-term way to provide
the user with the experience desired is to enable the different

existing systems to interoperate in a way that the user can start
a communication in either network and will be seamlessly
transferred to a better fitted network if this becomes available
without noticing the change of the underlying communication
system. This is a big challenge as the protocols and interfaces
of the different systems are not designed for interoperation.

Especially for well established communication systems with
a large subscriber base and thousands of network access
points (NAP) a change of the interfaces would be too
expensive. The immense costs also prohibit the deployment of
one new communication system substituting all existing
networks. This is the reason why research focuses on new
inter-working modules for existing systems. In different
approaches the inter-working takes place at different levels.
There is no single best solution as the trade-off between the
complexity of the inter-working protocol and necessary
changes in the network entities and protocols have to be dealt
with. Considering the aspect that the inter-working at best
should cover all existing and future networks these solutions
are preferable that do not rely on (major) changes in the
standardization. This means that no direct inter-working - with
an additional entity - can be established. That will probably
lead to more complex inter-working protocols but prevent the
systems from hardware changes. Software changes can be
kept to a minimum if the inter-working protocol takes
advantage of tunneling mechanisms for parallel control
communication with different air interfaces and protocol
systems. The result is a so-called hybrid network proposed in
this paper.

The critical path for mobile network interoperability is the
handover. It needs to be executed fast and unnoticeable for the
user. Hybrid handovers aim for inter-working of completely
different networks and therefore face at least the following
challenges: duration of the handover and its execution,
transfer of credentials while maintaining the expected level of
network and data security and of course choice of the best
suited network to handover to.

The remainder of the paper is organized as follows: In
section Il existing handover procedures are analyzed to
identify the most critical steps. In section Ill the special
challenges for hybrid handovers and a concept to handle these
are introduced. Simulation details for the concept evaluation
are given in section I1V. In section V the simulation results are
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presented before section VI concludes the paper.

Il. EXISTING HANDOVER PROCEDURES

The term handover in the narrower sense only refers to
circuit switched networks. In this paper for better legibility
handover shall also cover the relocation procedure in packet
switched networks. Handover procedures here are defined as
procedures that allow a user to seamlessly use services while
changing from one network access point (NAP) to another.
Therefore no user interaction is required, the rerouted
connection is neither lost nor interrupted and in the ideal case
the user does not even perceive the change of network access.
Therefore handover latency is a critical issue even in intra
network scenarios.

Mobile networks can be grouped into two categories: On
the one hand area-wide networks with a built-in handover
procedure, e.g. GSM, UMTS; on the other hand wireless
networks primarily aiming for short-range communication in a
well defined and mostly small area with only one NAP or few
NAPs strongly interconnected with each other, e.g. WiFi,
WIMAX. These systems have been further developed and
now enable handovers between their NAPs. But the way the
handover is executed and the security mechanisms differ
widely from the systems inherently designed for handover
making it more difficult to design a hybrid handover
especially when security plays a role. Moreover there is no
change foreseen in the wireless interface during the handover
- except where one communication system is the designated
successor of another.

A. Mobile networks with built-in handover
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Fig. 1. Inter-MSC handover. [cf. 1]

Figure 1 depicts the Inter-MSC handover in GSM [1]. This
handover serves as a basis for the hybrid handover. It is a so-
called mobile assisted handover as the handover decision itself
is taken by the fixed network components but relies on
measurement data provided by the mobile station (MS).
Despite slightly different names for the commands the UMTS
[2] and cdma2000 [3] handovers look alike. Thus, our results
generalize to these cases.

The handover can be divided into three phases. The first
and most time consuming phase is the handover preparation
(which ends with the address complete message). The
subsequent handover execution starts with handover command
and stops with handover complete message. Between these
two messages the MS has not established any connection to
any NAP. All messages after the handover execution belong
to the handover completion phase. They have to be performed
to release resources but do not contribute to the handover
latency.

All messages up to and including handover command need
to be executed while the MS moves inside the overlapping
coverage area of the two NAPs involved. The size of the
overlapping area depends on the network planning and the
placement of the NAPs. The duration of stay then also
depends on the speed of the MS and how it crosses the cell
border (perpendicular or along the border line).

The single message measurement report in figure 1 refers to
periodically transmitted information gathered by the MS about
the field strength of (up to seven) neighboring NAPs. To be
able to detect these NAPs the MS needs to be close enough to
them, e.g. close to the border of its serving cell. Handover
required indicates that the serving NAP provides a weaker
field strength level to the MS than the target NAP. This means
that it already has been identified that there is a risk of losing
the ongoing connection. Handover becomes even more urgent
as networks typically take into account a certain margin up to
which the serving NAP may be weaker than its neighbor to
prevent frequent (ping-pong) handovers at the borders
between two cells. As the measurement reports are sent in
periods of at least 480 ms [5] and the handover decision is
taken based on several consecutive reports it is obvious that
handover preparation often is more time-critical than the
handover execution. As the available amount of time strongly
depends on the coverage and overlap areas, network planning
will play an increasingly important role for the integration of
hybrid systems.

B. Mobile networks with later added handover

Later added handovers often look like a workaround
solution. In WiFi (IEEE 802.11b) the MS scans, either
actively or passively, for available NAPs (cf. fig. 2a) in the
handover preparation phase. The handover execution phase
consists of a procedure similar to an initial association with
any NAP. There is the opportunity to exchange credentials
between the NAPs involved in the handover, but the release of
resources is not specified.

In WIMAX the handover procedure looks even more
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complicated as the exchange of credentials and other
information only is started after the necessity of a handover is
indicated. Therefore the procedure has a higher overall
latency. The handover preparation has fewer messages than in
GSM. However, the handover execution is a bit longer. The
authentication is mandatorily included in the handover
completion phase. This makes the WiMAX handover safer
than the one in GSM but weaker than the one in WiFi where
the authentication with the new NAP has to take place before
the handover execution.
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Fig. 2. a) Extended 802.11 handover [6-8], b) 802.16e handover [9-10].

I1l. CONCEPT FOR HYBRID HANDOVERS

A. Challenges for handovers

A closer look at the overall handover process is needed.
The real execution phase from handover command to
handover complete is pretty fast and nothing can be added in
between without the user noticing it. So the additional tasks
have to be fulfilled before the handover execution phase starts.
Therefore we focus on the handover preparation phase not
only because this is where mandatory authentication with the
new NAP has to be integrated if the security level of each
system shall remain the same as in the single network case but
also because it is the most time consuming handover phase.

The built-in handover has latency low enough to cope with
the requirements for mostly unnoticeable handovers. This is

bought dearly as the low latency only can be achieved because
there is no authentication between new NAP and MS included
in the handover procedure. This at least weakens the security
of the new connection but might also weaken the security of
the former connection by reverse engineering the keys used.

During a handover in a single network it might be assumed
safe to trust in the previous authentication as all components
belong to the same network and share the same credentials.
But the missing authentication weakens the security level if
different networks (with different security features) are
incorporated. Even performing a handover between GSM and
UMTS weakens the enhanced security mechanism of UMTS
as the keys used for GSM are simply converted into UMTS
keys and vice versa by public formulas. For real hybrid
scenarios consisting of networks that have not even been
designed for inter-working, missing authentication will
prevent providers from implementing inter-network
handovers.

The later added handovers perform the setup of a new
connection and therefore include complete authentication. But
this slows them down. In addition as no regular measurement
period of surrounding NAPs is included the scanning of the
environment also contributes to a very high latency.

If the handover latency itself in every contributing network
will be kept below the recommended 50 ms [12] or just below
200 ms [4] for unnoticeable interruption from which we are
still far-off according to table 1 this will still not necessarily
lead to affordable durations of hybrid handovers.

TABLEI
LATENCIES IN HANDOVERS OF DIFFERENT NETWORKS [5, 7, 9, 11].

NETWORK HANDOVER MINIMUM MAXIMUM
EXECUTION LATENCY LATENCY
With preliminary measurements, theoretical values from standardization
GSM 460 ms 1920 ms 2500 ms
UMTS TDD-TDD 464.9 ms 944.9 ms 944.9 ms
UMTS TDD-FDD 434.95 ms 2615.95 ms 6977.95 ms
UMTS FDD-TDD 734.95 ms 1934.95 ms 7934.95 ms
UMTS FDD-FDD 734.95 ms 1214.95 ms 6734.95 ms
Without handover preparation and authentication (measured)
WLAN 802.11 35 ms 430 ms
WiIMAX 802.16e 100 ms 750 ms

The most critical phase in terms of time consumption is
the handover preparation, e.g., the detection that a handover is
necessary and the derivation of the target cell. Table 1 shows
that the time for measurements depends on the network
topology and the transmission mode. For measurement
purposes the MS needs an unoccupied air interface. Therefore
TDMA (time division multiple access) scenarios are better
suited as there are always free timeslots in which the MS is
not allowed to transmit and does not need to receive so it can
perform measurements even if switching off the air interface
is necessary. CDMA (code division multiple access) scenarios
with FDD (frequency division duplex) - which are preferable
in terms of spectral efficiency - need to add a special
measurement mode. In UMTS this so-called compressed mode
creates free timeslots by compressing transmission data and
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taking advantage of the time gained by compression to change
the air interface. As compression in a well-designed network
will not be able to save a lot of time, compared to TDMA
systems the measurement period needs to be expanded even if
only one network is involved.

Measurement problems will arise in hybrid networks as the
very nature of them is the difference in air interfaces. Thus,
for every measurement the air interface has to be switched
making measurements more complicated and time consuming.
Furthermore, there are more cells to be measured as there are
more networks involved. The number of neighboring cells
increases as the different networks overlap. The MS should at
least measure the (seven) best serving NAPs in its own
network plus all NAPs of other networks having higher field
strength than the weakest measured NAP of the own network.
A problem is that the MS initially does not know which other
networks might be available. Here some broadcast information
based on measurements of other MSs or the NAPs themselves
could shorten the process. If available network types are going
to be broadcasted it will prevent the MS from powering up
and measuring air interfaces for which no NAPs are available
at the present location. But in general hybrid handovers still
are more time consuming as they do not only incorporate a
change of frequency and/or coding but also a change of the air
interface. This mostly means powering down one and
powering up the other air interface as simultaneous use
consumes too much power (and needs hardware with more
than one receive/transmit path). Therefore a new concept for
the derivation of the target cell is needed. This should be
based on less or faster measurements to gain additional time
for authentication.

To guarantee the same security level as before
authentication must be added before the handover execution is
completed. If the authentication request is not sent before the
handover complete message one or two messages exhibit
weaker security. In this case the overall handover latency is
extended but the connection will not be lost as the
authentication adds the delay after handover execution. But
the new network needs a buffer to store incoming data during
the authentication procedure. This is why authentication
should take place before the handover execution.

Another challenge is the protocol itself. If the changes in
standardization should be kept to a minimum tunneling and
transport of messages through the backbone network instead
of over the air interface is preferable.

B. Proposed solution for location-based hybrid handovers

The proposed protocol includes mandatory authentication
with the new NAP tunneling the challenge-response messages
via the serving NAP. The latest moment for really secure
authentication is between handover command and handover
complete. But as authentication takes in between 500 ms and
approximately 2 s handovers will fail if the authentication is
initiated that late. On the other side authentication can only
start after the target network or target NAP is known as
otherwise authentication to all neighboring networks would be

necessary. This will produce an overhead that is far too high.
Therefore we need information about the target cell to perform
a proactive authentication. If the target cell is known before
the  handover  becomes  necessary, target-oriented
authentication could be initiated using the tunnel via the
serving NAP.

To determine the target cell or network in advance the
measurements for handover preparation need to be revised.
The measurements or scanning processes in state-of-the-art
handovers are very time consuming. Additional measurements
as stated above will lead to even longer handover preparation.
This will result in handover failure as the overlapping areas
between adjacent cells will not grow wider. Thus, the amount
of measurements can not be increased but the existing
measurements have to be used to calculate the information
needed.

The network and its NAPs could be provided with
information about neighboring networks to support the MS
with a list of networks to measure. On the other hand the
measurements inside one network can most often provide
enough information to calculate the position of the MS
relative to the serving NAP. In nearly every network the MS
measures received field strength values from surrounding
NAPs. Measurements from a single network can be used to
calculate the position of the MS. So the measurements in
hybrid systems will be sped up because only on air interface
will be involved. From consecutive measurements and the
corresponding consecutive positions the target cell may be
derived. The choice of the target cell can be enhanced if the
topology of all networks constituting the hybrid network is
known and available to all sub-networks. This knowledge can
be used by the serving network to choose a target cell based
on the position of the MS. We could show that not even the
absolute position but only the position relative to the
neighboring cells has to be known [13]. This can easily be
extracted even from a subset of field strength measurements.
With additional information about the topology of all
available networks the amount of measurements may also be
further reduced in the future.

Depending on the velocity and mobility scheme of the MS
the position can be calculated well in advance of the
handover. Then proactive authentication with the target cell
can take place and also handover preparation and reservation
of resources can be initiated. In a second step the knowledge
of the location may even help to prevent the MS from some
measurements as the location may indicate the best target
network and NAP. Then the MS only needs to confirm that
with one single measurement instead of measuring all
surrounding NAPs.

C. Protocol

The proposed procedure for hybrid handovers employs the
existing handover protocols. There are no changes in the
protocols themselves but whenever the handover preparation
requires contact to the target network the messages are
tunneled by the serving NAP and transferred to the target
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NAP. This only adds a small latency as there are no new
messages but only new addresses in the header, but it depends
on the routing in the backbone network. The hybrid protocol
follows the protocol of the serving network up to and
including the message handover command, reassociation
request or handover indication. After the handover execution
the protocol follows the procedure of the target network. The
new NAP informs the former NAP about the successful
handover. Then the old NAP releases its resources. The
serving NAP takes the roll of a switching point between MS
and target NAP. Higher overall latency may result if the route
through the backbone networks is considerably longer than the
one between the NAPs of one single network.

The hybrid handover protocol for two GSM networks is
shown in figure 3. The measurement reports for handover
preparation can be reduced by using location-based cell
prediction. This location-based cell prediction based on
measurements in one single network can save at least 480 ms,
most of the time it saves more than 1 s [13]. This gives time to
include mandatory authentication before the handover
execution.

| MS | | NAPll | MSC1| | MSCZl | VLR | | NAP2 |
Measurement l
Report Location Based
> Cell Prediction
Authentication
Request __, |authentication | Request
~ |Authentication [Authentication |Challenge
.. |Authentication | _ Challenge
Authentication Challenge <
Challenge [«
Authentication
Response
Measurement
Report Handover
”|  Required
Standard Handover Procedure
Handover
Request |
. Handover
Radio Channel | Request Ack
. Ack <
‘Initial Address
Msg >
Address
Handover Complete Msg
Command
Authentication
Response
Handover g
Complete Msg
Handover o
Complete Ack
Answer Msg |« P
Send End
Clear Signal
Command
Clear Complete

Fig. 3: Handover with pre-authentication. The commands in italics can also be
performed in advance, but they then may occupy additional resources.

The included authentication guarantees that the security of
each contributing network is not affected. Thus, each single
network always has its built-in security and is never

weakened. But the overall security of the hybrid network still
depends on the contributing networks. The proposed handover
protocol does not establish one single overall security level. It
only prevents lack of security in the single networks. The
authentication is performed using the protocol of the target
network. The messages are tunneled by the serving NAP.

It can be noticed that the authentication response should be
sent before the handover command. However if the remaining
time is too short, the authentication response could be
included in the handover execution as an additional message.
More preferable the handover complete message could be
extended or replaced by a modified authentication response as
first contact of the MS to the new NAP. In this case the
standardization needs to be changed a little bit.

For the handover from GSM to WiFi MS and NAP1l
perform the GSM procedure (cf. fig. 1) and NAP2 and MS
perform the 802.11 handover (cf. fig 2 a). This is how other
handover procedures can also be implemented. NAP1 always
performs a handover according to its protocol while NAP2
also uses its own protocol. But this may differ from the
protocol from NAP1. The messages from NAP2 are tunneled
and forwarded by NAP1 as encapsulated data. No message
has to be translated as the MS is able to use both protocols
involved. For its messages to the network the MS always uses
the protocol associated with the actual air interface.

IV. SIMULATION ENVIRONMENT

The simulation area has a size of 50 x 50 km. The
maximum number of cells inside this area is limited to 300.
These cells belong to at minimum two different networks. The
single networks differ in cell sizes and cell topologies. But
also different cell sizes in one network are considered to
reflect different capacity needs in different places
(rural/urban). This leads to a broad variety of overlap areas
from very small to almost completely overlapping. Therefore
the results include some worst case constellations and can be
assumed as realistic even with a non-optimal cell planning.
GSM networks have been considered with cell sizes of 500 m,
2 km, 4 km, 7 km, 10 km, and 15 km, UMTS with 100 m, 500
m, 1 km, 2 km, 3 km, and 5 km and WiFi with 50 m, 100 m
and 300 m. Four different topologies are considered according
to figure 4.

OO« T
mmmp Py s
oooo -1 ’0’

Fig. 4: Network topologies: from left to right Manhattan grid, square,
hexagon, line network. Dots indicate the position of the network access point.

The hybrid networks for the 7200 simulations have been
divided into six groups of 1200 simulations each:
GSM&GSM, GSMaUMTS, UMTS&UMTS, GSMeWIF,
UMTS<WIiFi and GSMaUMTS<WIFI. In the single
groups the cell sizes were distributed uniformly according to
the values above. The sizes of the networks can be modified
independently. For the simulations given here the network
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named first always had a cell size larger or equal to the second
network. This is a realistic assumption as the networks are
listed in order of increasing transmit frequency and therefore
increasing attenuation in the propagation path.

Note that since WiFi consists of comparatively small island
networks it is not suited for fast users. That is why we only
consider the handovers from WiFi to other networks in the
evaluation but not vice versa (although they are performed in
the simulation, but have rarely been successful). These former
handovers allow the users to stay connected if they leave the
WiFi island. Handovers to WiFi on the other hand are only
reasonable if the user is slow enough. Otherwise even if the
handover to WiFi is successful it is doubtful if the successive
handover back into another network will be executed in time.
Users with a speed of more than 5 km/h should be prevented
from handovers to WiFi. Previous simulations have shown
that users with a speed of more than 8 km/h do not manage
two successful consecutive handovers with a reasonable rate.
The rate drops below 30%. But also the first handover - to
WiFi - is only about 50% [13].

Besides the different topologies also different types of users
are distinguished by different mobility models. Pedestrian
users have a small velocity but may change speed and
direction abruptly. The urban user is considered as driving in a
car. He stops more often than the also driving rural user as it is
assumed that there are more crossings, traffic lights and
heavier traffic in the city. Therefore the urban user is also
slower than his rural equivalent.

The appropriate mobility model is also reflected in the
topology if network planning reflects the user density and
expected data traffic needs. Not every model is suited for
every topology. In a first step the size of the area in which the
user with the according model moves is restricted to the area
that is covered by his home network plus about 20% overlap.
That means a user with rural mobility model many penetrate
into an area with urban topology but he is likely not to stay
there very long as it is the boundary of his movement area. In
further simulations the mobility models will be linked to the
topology and change automatically to reflect longer periods of
travel in different areas. Nevertheless there is still a
considerable amount of movements that may be faster than the
general speed of users in this topology. The intention of this
overlap of mobility models in other areas reflects the chance
of users not behaving as intended. On the other hand it also
reflects the situation that quite often there are motorways or
high-speed tracks crossing a city. Besides WiFi networks may
also be reached by non-pedestrian users. Therefore in the
simulation a certain amount of users has a speed which the
network planning did not take into account. The assigned
topologies of the (home) networks differ depending on the
velocity of the user and the clutter class according to table 2.

The topologies and mobility models focused on urban
environments as this is where handovers take place more
frequently. Thus, 90% of the simulated hybrid networks
contained at least one network with urban environment and
therefore vehicle-borne mobility. The remaining 10%
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consisted of rural-rural or rural-high-speed scenarios. For the
90% urban scenarios, pedestrian and rural networks both have
been included in 45% of the simulations while high-speed
scenarios have been included in 20% of the scenarios. This
results from the fact that there have been simulations with
three different networks. These mainly consisted of different
urban, rural or pedestrian scenarios, but in some cases the
third network had high-speed topology.

TABLE 11

SIMULATION SCENARIOS.
Name |Pedestrian |Urban Rural High speed
Vmax | km/h 50 km/h 250 km/h 500 km/h
Mobility frandom walk |vehicle-borne |modified high-speed
model  |[14] [15] vehicle-borne  [[13]

[15, 13]
TopologyfManhattan  |Square, Square, Line, Line
Grid Hexagon Hexagon enhanced [13]

Vmax denotes the maximum velocity of the user.

The mobility patterns [13-15] are calculated in MatLab and
then imported into ns-2. This allows the use of the same
pattern in different network combinations, e.g. GSG-GSM or
GSM-UMTS networks of the same topology category. With
this approach the effect of the single protocols on the
handover success can be investigated.

V. SIMULATION RESULTS

Our results show that the advance knowledge of the target
cell and more efficient preparation for the handover can help
to decrease the dropping rate especially for handovers
between different networks and higher velocities. Table Il
shows percentages of successful handovers with different
hybrid approaches. They are below 100% as there are capacity
restrictions and as the overlap with the best suited target cell
may not be large enough to complete the handover
successfully. Besides, sometimes the target cell is not
predicted correctly as the measurement data may be
insufficient in some cases.

TABLE 11l
SUCCESSFUL HANDOVERS.

Serving and Unmodified Hybrid handover ~ Hybrid handover

target network

conventional
handover without

with authentication
before handover

with authentication
after handover

authentication command command
GSM - GSM 98.87% 92.57% 96.37%
UMTS - UMTS  97.13% 90.69% 94.45%
GSM - UMTS 98.99% 98.37% 99.44%
UMTS - GSM 99.03% 99.21% 99.23%
WiFi - GSM No standard 77.95% 81.21%
WiFi - UMTS No standard 83.57% 87.20%

The conventional handover has a slightly higher success
rate but it does not contain authentication. For comparison
reasons the conventional handover has been modified by
starting a complete authentication directly after the handover
required message. As key conversion may have caused
additional latency only intra GSM and intra UMTS have been
simulated. As expected the handover success rate for the
modified conventional handover dropped significantly to
29.45% in GSM and 27.67% in UMTS. Authentication only
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could be completed when the MS moved in the overlap area
parallel to the cell border for a longer period of time.
Compared to the handover with authentication the location-
based hybrid handover is three times better.

The handover success rate of handovers from WiFi to other
networks is relatively small. This is because in the simulations
we included waiting for a verifying measurement (scan).
Therefore the measurements sometimes took more time than
the overlap region allowed. Handovers from WiFi anyway
need to be supported by information about available networks.
Otherwise the success rate will drop below 50% because the
neighboring network only will be detected by chance if the
right air interface is powered up in the overlap region and
before leaving the WIiFi network. In the simulations all
networks had information about the coexisting networks and
only took measurements on the corresponding air interfaces.

The rate of successful handovers (including high-speed
scenarios) is between 90 and 99.5% for GSM and UMTS and
between 77.9 and 87.2% for handovers from WiFi. The low
rate for WiFi of course depends on the fact that WiFi is not
designed for interoperation with the other networks. But in
this simulation it also reflects the fact that WiFi by far has the
smallest cell sizes and thus the shortest available measurement
times. If the cells of the other networks were as small and in
an island topology their handovers would also be less
successful. But for all networks it can be seen that the late
authentication response significantly increases the success rate
most of the time.

The simulations also have been used to determine the
percentage of correct choices of the target cell. The right
target is the cell that provides the highest data rate at a given
location. The success rate hereby depends on the velocity of
the MS as well as on the cell size of serving and target cell.
With the measurement data used in this simulation (RSSI
only) over 90% of all GSM/UMTS handovers have chosen the
right cell, for WiFi this value drops between 53 and 85% [13].

VI. CONCLUSION AND OUTLOOK

We have proposed and evaluated a hybrid handover
protocol requires no or only very small changes in the
standardization. With a subset of the specified measurements
for GSM and UMTS we could derive the best target cell with
a location-based approach in more than 90% of the cases. The
early knowledge of the target cell allowed us to integrate
mandatory authentication with the target network before the
handover has been executed. This enhances the security and
lays the foundation for hybrid (inter-operator) handovers.

Simulations showed that the proposed handover with
authentication is nearly as successful as the conventional
handover. Therefore the missing authentication could also be
included in intra-network handovers if the preparation phase is
rearranged according to our proposal. Thus, the new handover
not only deals with the challenges of hybrid networks but also
enhances existing handover procedures.

The simulation scenario will be further developed. An
automatic change of the mobility model according to the cell

topology will provide even more realistic data. Future
simulations will also make use of different utility functions
where not only data rate but also other user preferences may
play a role. This will allow the operators to implement new
pricing policies.

Besides that we will go into more details of the timing in
the backbone network to see if and when the backbone
structure noticeably contributes to the handover latency. They
will also focus on the timing and the absolute values of the
handover duration. Therefore latency of the backbone network
will be included for different backbone routing procedures.

Additional networks as WiMAX and others will also be
included in the hybrid handover protocol.
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Under the wide scope of traffic modeling and assured quality of
service provisioning, this paper proposes solutions for bandwidth
allocation in a multiservice environment. In order to get reliable
solutions, we use intensive traffic characterization, analytical and
heuristics methods and simulations. The proposed bandwidth
allocation methods in this study are based on the Large Deviation
Theory, Gaussian Approximation and traffic characterization. In
terms of traffic characterization, in addition to the well known
traffic parameters, the fractal theory, including mono and
multifractals, are considered. Besides, we introduce a new traffic
parameter that takes the mono and multifractal characteristics
into account. The proposed bandwidth estimation approaches
were tested with real traffic. All proposed methodologies in this
work have been validated by exhaustive simulation tests with real
traffic traces.

Index Terms—Effective bandwidth, buffer size, quality of
service, self-similar processes, long range dependence,
multifractals, Markov processes, and traffic characterization
parameters.

I. INTRODUCTION

Dealing with quality of service in multiservice networks, the

effective bandwidth estimation is a crucial topic in terms
of network resource dimensioning. Roughly speaking, the
effective bandwidth is a value between the mean rate and the
peak rate of traffic transmission. This concept can be applied
to single connection, flow, aggregated traffic with the same
QoS traffic requirements. The network traffic behavior is
strongly influenced by the services and applications served by
the network. These services and applications can generate a
wide range of stochastic processes, including monofractals and
mutifractals. The network traffic aggregation and the network
protocols encapsulation processes are considered other factors
to increase the traffic complexity.

Several studies have been published, showing the self-
similarity and long range dependence of network traffic, since
Leland’s [52] work [8][9][10][14][24], and some bandwidth
estimation methods were proposed. However, Jacques Lévy
Véhel, Rudolf H. Riedi [22], A. Feldmann, A. Gilbert and W.
Willinger [1][2][20], studied the multifractal characteristics in
the network traffic. These characteristics refer to high
frequency content, not identified by the self-similarity and long
range dependence. In terms of network resource allocation, the
traffic characterization as mono or multifractal is not enough,

Lee Luan Ling
State University of Campinas - Unicamp
Albert Einstein Avenue, 400
13083-852 - Campinas - SP - Brazil
lee@fee.decom.unicamp.br

the quantification of this characterization is required. The
goal of this work, based on traffic characterization, including
mono and multifractal analysis, is to provide robust bandwidth
estimation for a multiservice network. Our approach uses the
packet loss probability proposed by H. G. Duffield and
O’Connell [44] based on Lange Deviation Theory [33]. The
Gaussian approximation proposed by Ilkka Norros [6][7] is
also applied. Analytical, heuristics methods and simulation
with real traffic traces area used in this study. The main
contribution of this work, with exclusive purpose of bandwidth
estimation, is the introduction of a new traffic characterization
parameter, in order to represent the mono and multifractal
impact in the network. Additionally, the bandwidth estimation
corrective factor, based in the buffer size, is applied.

The organization of this paper is as follows. In Section II we
present the mono and multifractal resumed concepts. Section
IIT is dedicated to the traffic characterization. In Section IV we
define the new traffic parameter and introduce our approach
for bandwidth estimation. Section V details our simulation
results. Finally, in Section VI we briefly present our
conclusions and comments.

II. MONO AND MULFRACTAL BASIC CONCEPTS

In the Seventies, Mandelbrot used the term fractal to
describe an entity characterized by irregularities that governs
its shape and complexity in terms of details in all resolution

levels [31]. The Hausdorff-Besicovitch dimension may
measure the degree of these irregularities
= lim TEN D) (1)
r-0log(l/r)

where r >0 represents the size of partition and N(r) is the
number of partitions. Other dimensions can be used to evaluate
a fractal entity, such as: Capacity (D¢), Correlation (Dg) and
Information (D)) [3][32]. If Dy #Dc # Dgr # D, we have a
multifractal. However, if Dy =Dc = Dg = D, , we have a
monofractal or the so-called self-similar process.

A self-similar process or monofractal [8] show us that a

random process X(1) presents similar-like behavior in several
time scales. We say that a process is statistically self-similar,

in strict sense, if X(@, 120; g {a" IX(1, t= 0} are
statistically equivalent for all @>0and some 0<H <1 where
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H 1is called the self-similarity parameter or the Hurst
Parameter. In the {X(1),t20}
{a™ OX(at),t = 0}

same way, Wwe say and

are self-similar if they are statistically
equivalent. Generally X(t) is a non-stationary process.

In a fractal process the local information is given by the
Holder exponent. The set of Holder exponents is called the
multifractal spectrum. Let 1 be a measure, the basic idea is to
classify the irregularities of (4 using the Holder exponent a(t).
If pvaries in accordance with a(t) in t, then fis a multifractal.

Consider a traffic process in time instant t, we say this
process has a Holder exponent a(t), if the traffic process rate

behaves as (&)a(t) with & - 0. Note that a(t) > 1, corresponds

low level of traffic intensity. On the other hand, a(t) < 1,
indicates high level of variation, or burst traffic. When a(t) is
constant = H, we have a monofractal [1][2][20].

The multifractal analysis is related to the following
multifractals spectrums f(a): Hausdorff, Large Deviation and
Legendre. The Hausdorff spectrum, denoted by fi, is defined
as dimension of a set with the same Holder exponent. The
Hausdorff give us the geometric description, but it is difficult
to estimate. The Large Deviation spectrum, denoted by f,
gives us a statistical description. Roughly speaking, fg, informs
us how fast the probability in observe a different Holder
exponent. fy is related to the rate function from Large
Deviation Principle (LDP) [13][18][21][33][36]. The
Legendre spectrum, denoted by fi, may be estimated through
the Legendre transform of logarithmic moment generating
function from de Large Deviation Theory [35]. Let a signal
X(t), based on the wavelet partition S,(q) with qO0 is the

structural function given by (2) [34].

r(a) =lim igfw 2

with

S0 = ZZ‘ X((k+1)2‘”)— X(k2 ™) (3)
k=0

where ( represents the sum of moments of each level of
absolute value the normalized coefficients of the wavelet
[11[2][20][34].

fi(a) = inf(aq-7(x)) @

In general, the following situation obtained f, < fg < fi.
However, in some cases, can be proved that f, = fg = fi. In the
former situation, it is possible to keep the multifractal
formalism. The Large Deviation Theory gives us conditions to
estimate the rate function by calculating the Legendre
transform of logarithmic moment generating function. Lévy
Véhel and Riedi [22][27][28][36], based on the Gartner-Ellis
theorem [35], demonstrated the weak multifractal formalism,
that means fq = fi. Therefore, fy may be estimated by f, [26].

III. REAL TRAFFIC CHARACTERIZATION

In this study we analyzed more than one hundred real traffic
traces captured from IP network of Petrobras. These traces
were captured by Acterna™ data analyzer DA 350 model, with
32 microseconds of time stamp resolution.

The tables 1 and 2 resume some of traffic characterization
results. The adopted notation to deal with different types of
network traffic is the following: The aggregated traffic traces
captured in the application servers were designated by the
letter “S”. The aggregated traffic traces capture in the internet
accesses were designated by the letter “I”. The aggregated
traffic traces capture in backbone routers were designated by
the letter “R”. The single source traffic traces designated by
the letters “FTP” means downloaded data. And finally, single
source traffic traces designated by the letters “MTX” means
audio and video traffic traces. The Figure 1 shows the scenario
of capturing real traffic traces analyzed in this study.

Backbone
aggregated
traffic trace “R”

Single source traffic trace
Data — “FTP”
Audio/Video — “MTX”

Sever aggregated T
traffic trace “S”
Figure 1: Scenario of traffic capture

Tlnternet aggregated
traffic trace “1”

The traffic parameters presented in Table 1 are the

following: H, m p, L, z Cyand H , the Hurst parameter, mean
rate, peak rate, maximum burst size (MBS), peak to mean ratio

(PMR), coefficient of variation, and fractal estimator,
respectively.
Trace H m p L z Cy H
13 7 MTX1 | 0.497 | 801955 | 1792829 | 40.26 | 224 | 337 | 0.847
13 7 MTX2 | 0450 | 802179 | 1474104 | 4027 | 184 | 324 | 0835
13 7 MTX3 | 0.499 | 812462 | 1553785 | 4049 | 191 | 3.55 | 0.818
13 7 MTX4 | 0411 | 851808 | 1441242 | 4276 | 169 | 435 | 0772
13 7 FTP_1I_| 0.067 | 756463 | 1256025 | 44.65 | 1.66 | 245 | 0.771
13 7 FTP 2 | 0.066 | 775857 | 1256025 | 45.79 | 1.62 | 2.63 | 0.771
3711 0.708 | 453491 | 1812749 | 22.77 4 1.96_| 0.730
3712 0.639 | 485009 | 12692308 | 252 | 26.17 | 2.03 | 0.743
4711 0767 | 566527 | 1832669 | 28.44 | 323 | 2.2 | 0.711
4713 0.663 | 517661 | 1952191 | 2599 | 3.77 | 1.94 | 0.741
37R 1 0.663 | 901019 | 1932271 | 4523 | 2.14 | 137 | 0.788
37R 4 0.671 | 674926 | 1912351 | 33.88 | 2.83 | 124 | 0.727
47R3 0.624 | 821163 | 1932271 | 4122 | 235 13| 0.743

Table 1: Data traffic characterization

We used the multifractal analysis tool called “FRACLAB”,
which apply the weak fractal formalism concepts, which has its
fundamentals in the Legendre spectrum [25]. The Hurst
parameters were estimated using the variance and
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multiresolution methods based on the discrete wavelets
transform [19]. The table 2 resumes the Holder exponents, and
the Hurst parameters estimation results, respectively. In this
paper we present only part of the traffic analysis results.

Figure 2 presents some estimated Legendre spectrums.
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the real data traffic seams to adapt well to the multifractal
model, in several time scales, but we have to analyze very
carefully to apply the model. Riedi and Willinger [43]
suggested the multifractal behavior may coexist with the
monofractal characteristic in the WAN traffic. Feldmann [2]
presented evidences that in the TCP sessions there are a
complicated mixture of additive and multiplicative processes.

Traffic H H a Gnin Ginax
trace (wavelety (variance
3711 0.70849 0.68982 105 | 086 | 1.26 : : A
3712 0.63898 0.71043 102 | 086 | 128 A. Restrict Fractal Estlmato(H)
37 R 0.66362 0.61269 102 | 090 | 127 . . L
37 R4 067076 0.63053 Tos T ose T T2z For small time scales, the .local information is given by .the
107S2 | 070516 0.60889 103 [ 088 | 118 Holder exponent. For long time scale the global information
10783 ;'50847 l 0'55;30 - 103 | 086 | 116 may be given by the Hurst. H. Feldmann, Gilbert and
Table 2: Fractal traffic characterization Willinger [10] indicate that above 500 msec the monofractal
behavior is preponderant. Riedi and Willinger [113] suggested
T i this transition around the “round-trip time”. Based on
f (o] . . .
(@) Trace ne (@ Trace exhaustive traffic analysis, we found a window between 10 and
3711 » 3712 500 msec, where this transition can occur, but it is very
ge difficult to find it precisely.
07
0o High frequency content Low frequency content
= 045 E ’
He, Hoider exponenis =
aider exponents (24 s a 10 mzec . 500 msec
0.8 09 1 11 12 13| 08 0.9 1 11 1.2 13 :
1 1 1 3 " - - .
f(a) o ) e Small time scale . ' Large time scale
oe 37 RA 37RA Figure 3: Time scale window
08
| 08
07
s Our proposition is to introduce a new traffic parameter
b os called Restrict Fractal Estimator, denoted by (H ), that takes
Harder exponents 24 patder exponents 23 into account all coarse-grained Holder exponents in a given
D%.E 0g 1 1.1 1.2 1.3 08 08 085 1 1068 11 115 1.2 125 . . .
— - traffic trace. We assume the Gaussian approximation concepts,
- f(@) which has its fundamentals in the Gaussian Central Limit
Trace i .
0783 Theorem, where all mean deviations have Gaussian
08 _7_S_ . . .
distribution. The demonstration can be found in [3]. We
07 .
proceed tests of hypothesis based on Bera-Jarque [53] method
26 in all traffic traces over the 10 to 500 msec time window.
e us . ( Additionally, we did a complete histogram analysis, where the
Hold 17 DI0er exponems a . . . . .
o5 [ e - shapes of all histograms indicate the Gaussian behavior, as
0B 09 095 1 1068 11 115 12 125 085 09 095 1 105 1 115 12 125

Figure 2: Spectrum of Legendre

In order to estimate the Hurst parameter we used the
wavelets transform and the variance methods [19]. For
multifractal analysis, to measure the degree of linearity of
process, we used the tool called “FRACLAB” developed by
INRIA, based on the Legendre spectrum [25]. This analysis
allows quantifying and characterizing the singularities of a
process. Note that, the concave form, presented in Figure 2, as
interpretation of literature [2][3][13][22], indicates the
multifractal characteristic in the analyzed traffic traces.
However, for the same traffic traces, as showed in Table I, the
estimated Hurst parameters, suggested monofractal or self-
similar behavior [8][19].

In accordance with P. Mannersalo and Ilkka Norros [15],

presented in Figure 4.
Let f(a) be the multifractal spectrum of real traffic trace
with a set of coarse-grained Holder exponents 0(t), here

denoted by at. We define the Restrict Fractal Estimator,

denoted by (H ), in a time interval [t1, t2]:
H =0y, " {02

_ 1<
a[t| ’t2] - ﬁ Z at
=1

Q)
where

(6)
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Figure 4: Fractal histogram

aQy, . ]represents the average value of all coarse-grained Holder

exponents a(t), in [t;, ], and the variance coefficient, denoted
by a, a=Vara,/a . Note that, the Restrict Fractal Estimator

is suggested to be applied at time window between 10 and 500
msec.

IV. EFFECTIVE BANDWIDTH ESTIMATION

In this session we propose a new approach for the effective
bandwidth estimation. This study is based on Ilkka Norros
[6][7], for large aggregated traffic, and George Kesidis and
Jean Walrand [11], which has its fundamentals in the
Markovian models, for low level of aggregation traffic.
Furthermore, this work considers the studies of Jacques Lévy
Véhel and Romain Frangois Peltier [21]. In the previous
session, for exclusive purpose of bandwidth estimation, the
Restrict Fractal Estimator was introduced.

A. Effective Bandwidth for aggregated traffic
Mandelbrot and Van Ness introduced in 1968 [8], the so-
called fractionary Brownian motion (fBm), a Gaussian, long
memory and self-similar stochastic process, denoted by Z;, t
O (- o0, 00), with Hurst parameter H [ ['4, 1), as follow:

e Z stationary increments;

e Zy=0,and EZ =0, for all t;

e EZ’=|t/™ forallt;

*  Z has continuous paths;

e Z is Gaussian [5][21].

Z;may be defined as the follow stochastic integral for t > 0

Z, :M{i[( )5 - ] awse [ (+ é“"”dW(s)} ™

where W denotes a Wiener process defined by (-c0, +o0) and
denotes the Gama function [21]. Based on the Gaussian
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approximation and fBm process (Z), Ilkka Norros [6][7]
proposed the following aggregated traffic model:
A= mt+anz,, t0(-ow,) ®)
where A; is a fBm traffic process with the following input
parameters: m, a e H, mean rate, peakedness and Hurst
parameter, respectively. For this traffic model, Norros derived
the effective bandwidth equation for aggregated traffic [6][7]:

c= m+ (K =2 PX> ) e b e (9)

k(H) = H™(1- H)'", b is the buffer size, P{X > b} buffer
overflow probability and m, a and H already defined above.

Jacques Lévy Véhel defined multifractional Brownian
Motion, with parameter H;, for t = 0, the following random
function, denoted by V;, for H: (0, ©) — (0, 1) a Holder
function with 8 > 0:

t

! 1
F(Hl+f - 0
2

where W denotes a Wiener process and the integration is
considered in terms of quadratic mean. Then, an
multifractional Brownian motion (mBm), has:
e V.qis a continuous process;
e For H; < f for all t, exists the following dimension
with probability one:
dim,{(tV,): td[ab]} =2 -min{H,, tO[a,b]}
e With probability one the Holder exponent of V; in t is
H, for all t with H; < 8 for all t.

Taking the Norros traffic model into a count, by analogy, we
have

B= mt++/anV,, t0(-w,c) (11)
where B, is a multifractional Brownian traffic process with the
input parameters m, a ¢ H;, mean rate, peakedness and varying
in time H parameter, respectively. Also for analogy, we may
estimate the effective bandwidth for the traffic process By, in
time instant t, using H,. instead H.

B. Effective Bandwidth for low aggregation of traffic

For low level of aggregation scenarios we use the George
Kesidis, Jean Walrand, and Cheng-Shan Chang [11] model,
based on Markov-Modulated Poisson Process (MMPP). In this
model the packets are generated as a Poisson process with rate
A, function of time continuous Markov chain. The traffic is
modeled as a MMPP with two states, where Ty, and Tof are the
mean times of each state. The following estimation bandwidth,
denoted by c, is obtained:

c=a+.a*+p (12)

where
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= e-pp- Lo b (13)

“ 2(5.[(8 1) P 1;n 1;ﬁ ]

and p=P ©-D (14)
‘Srgﬁ ‘52

In this case, p is the peak rate and Ois the rate function, from
the Large Deviation Theory [35][44], For the Markov fluid
model[ 11], we have:

L N I (15)
a 25[&0 T, Toﬁ]
=P (16)
B
droff

The Kesidis approach is derived from the logarithmic
asymptotic tail probabilities developed by Glynn and Whitt
[45]. In this work we applied the generalization obtained by
Duffield e O’Connell [44], where P{X > b} satisfies the Large
Deviation Principle [18][35]:

lim 5™ In R X> b =-a"""(a+C)*/2 (17)
where a = C/H-C, with 0,5 <H <1, and C service rate.
X >h}< exp(— d)z(l'H)) (18)

o= -a?*~"(@+C)*/2 >0and a = C/H-C.
Using the same logic, as the previous model, we may estimate
the effective bandwidth using H; instead H in the equation

(18).

C. Proposed and Optimized Solution

As we presented in the traffic characterization session, we
found a time scale window, between 10 and 500 msec, where it
is difficult to establish precisely whether the network traffic is
mono or multifractal. In this specific case, we propose the use
the Restrict Fractal Estimator, denoted by (H ), instead of only

the Hurst or Holder exponents, in order to estimate the
effective bandwidth for a given traffic trace.

Thus, we rewrote the estimation bandwidth equations, for
aggregated traffic (9) and low aggregation of traffic (19),
accordingly,

C=m+ (k(A) M RXs b b})lm‘ Q/COp1-0a ey (19)

F{ X > b} < expl_— sz(l_A)J (20)

where,
A:max(H,I:I) 21
The bandwidth estimations equations which has its

fundamentals in the buffer overflow probabilities or Gaussian
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approximation, in general, overestimates the required effective
bandwidth, mainly when we increase the buffer size. In order
to minimize this overestimation, we used exhaustive
simulations and heuristic methods to propose a corrective
factor based on well known traffic performance parameters.
For large aggregated, we suggest the corrective factor given by
the equation (22). For the low aggregated traffic or single

source, we recommend the equation (23).
2

Opf — b' InLz (22)
1
—piz
opf =b"t (23)

Where b’ is the normalized buffer size, z is the peak to mean
ratio and L is the maximum burst size [18][29].

V. EXPERIMENTAL RESULTS

In this session we present the bandwidth estimation results
in accordance with the proposed approach in this paper. Our
approach used analytical and heuristic methods, exhaustive
simulation using real traffic traces. The Figures 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, and 16 display the effective bandwidth
behavior versus the buffer size, with fixed bytes loss ratio,
regarding the following legend:

Graphic legend

General without optimization

General with optimization

Simulation

Markovian fluid

Effective bandwidth (bytes/sec)

x1000 Single source video traffic - Trace 13_7_MTX_1

2000

1500

1000

500

3036 7800 72864 582912 3,73E+7
BLR = 1E-3 Buffer size (bytes)

Figure S: Traffic trace 13_7 MTX 1

12144 16698
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Effective bandwidth (bytes/sec)

1600 x1000 Single source video traffic - Trace 13_7_MTX_2
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Figure 6: Traffic trace 13 7 MTX 2
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