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Abstract—Dynamic traffic demands are becoming important 

in optical networks design. In the transition towards full dynamic 
traffic, optical networks optimized for a specific set of static 
connections will most likely also be used to support on-demand 
traffic. We consider a loose topology, in which static and 
dynamic traffic demands share the physical resources of the 
network. For this purpose, we consider one different static 
VTD/RWA heuristic, the AMLDA (Adaptative Minimum-Delay 
Logical Design Algorithm), to accomplish the static demand. We 
also consider an optical burst switching strategy to solve the 
dynamic RWA problem. Our objective is to evaluate the impact, 
in terms of blocking probability, of different static VTD/RWA 
heuristics over the burst requests from the dynamic traffic. 

 
Index Terms—Optical Networks, Virtual Topology Design, 

Optical Burst Switched. 

I. INTRODUCTION 

Planning real world telecommunications is a task of 
growing complex. The complexity results not only from the 
fact that the networks are large and functionally complex, 
subject to continuous technological evolution and growth, but 
also that network planning is a multidimensional techno-
economic optimization problem [2], [12]. 

Optical Networks planning draws an increasing amount of 
attention nowadays. An all-optical network with wavelength 
division multiplexing (WDM) can use the large bandwidth 
available in optical fiber to realize many channels, each at a 
different optical wavelength, and each of these channels can 
be operated at specific data rates (up to 40Gbps) [1]. In such 
networks, a significant gap exists between the huge 
transmission capacity of WDM fibers and the electronic 
switching capacity, generating an electronic switching 
bottleneck [4]. 

Several different switching strategies have been developed 
for the transfer of data over WDM networks bypassing the 
electronic switching bottleneck. An optical signal can bypass 
though intermediate nodes without undergoing conversion to 
electronics, thereby reducing the cost associated with 
providing high-capacity electronic switching at each node. 

 
 

 

Optical burst switching (OBS) is a technology positioned 
between wavelength routing (i.e., circuit switching) and 
optical packet switching  (Qiao et. al., 1999, [13]). All-optical 
circuit networks tend to be inefficient for dynamic traffic that 
has not been groomed or statistically multiplexed, and optical 
packet switching requires practical, cost-effective, and 
scalable implementations of optical buffering and optical 
header processing. OBS is a technical compromise that does 
not require optical buffering or packet-level parsing, and it is 
more efficient than circuit switching when the sustained traffic 
volume does not consume a full wavelength.  

This paper study traffic over a loose topology [3] i.e., we 
decided to focus on the combination of static and dynamic 
traffic. So we decided to start with a somewhat arbitrary 
approach for the dimensioning of the resources allocated to 
the static demand, assigning a fixed number of ports per node 
for this purpose. In this scheme, static and dynamic demands 
use different ports, but share the wavelengths. However, the 
static path configuration does not follow any classic method 
for static Virtual Topology Design (VTD) and Routing and 
Wavelength Assignment (RWA) problem, but is rather done 
through the proposed Adaptative Minimum Logical Delay 
Algorithm AMLDA, which is oriented to the minimization of 
blocking probability of future unknown demands OBS. In 
other words, we have used a (modified) classical MLDA 
algorithm [15] to configure the static path topology. 

A. Statement Problem and Previous Work 

In general, the network design problem can be formulated 
as an optimization problem aimed at maximizing network 
throughput or other performance measures of interest. 
Typically, the exact solution can be shown to be NP-hard, and 
heuristic approaches are needed to find realistic good 
solutions [12]. 

In optical networks, Chlamtac, Ganz and Karmi [4] 
introduced the concept of lightpath as an optical 
communication path (data channel) established between two 
nodes in the network, created by the allocation of the same 
wavelength throughout the path. Transmissions between 
lightpath endpoints does not require processing or buffering at 
the intermediate nodes, and as such, lightpath communication 
alleviates the bottleneck created at intermediate nodes. 
Ramaswami and Sivarajan [14] showed the RWA as an NP-
hard problem and formulated it as an integer linear 
program(ILP). Datta, Mitra, Ghose and Sengupta [5] proposed 
a polynomial time optimal RWA algorithm, which optimizes 
the assignment of a wavelength in terms of maximizing one-
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hop traffic in a tree topology.  
The virtual topology is the network topology in which a 

link represents a lightpath that has been established between 
two physical nodes. The virtual topology is also sometimes 
called the optical connection graph or the logical topology. 
We will use the terms interchangeably. The virtual topologies 
can fall into two categories: Static, which is formed with the 
help of static lightpath establishment and Reconfigurable, 
which is formed with the help of dynamic lightpath 
establishment. In dynamic lightpath establishment, the 
lightpaths are set up according to some connection requests at 
regular intervals and torn down after it’s holding time elapses 
[10]. 

To design a lightpath topology for a given physical 
topology, we need to determine the edges (lightpaths) in the 
virtual topology, choose a route for each of the lightpaths and 
choose a wavelength for each of the lightpaths. Lightpath 
topology problem can therefore be decomposed in 
subproblems. Although this result in a suboptimal solution, it 
is well acceptable for complexity reasons. In [19], some 
different meta-heuristic algorithms were investigated. The 
common of those approaches is that they tend to utilize all 
given resources to design a logical topology so that the 
network performance is maximized. Recent studies, [20–23], 
addressed the problem while taking resource saving into 
account. 

Currently, we are witnessing a new evolution of WDM 
networks today, as a consequence of a big change in the 
application scenario. Data traffic is going to overcome 
traditional telephone traffic in volume: statical modeling of 
network load has to be modified to describe a new reality with 
less regular flows, more and more independent from 
geographical distances. The change is also reflected be 
evolution of WDM protocol standardization. The simple static 
Optical Transport Network (OTN) is already well-defined by 
the main standard bodies, while the new 
dynamic/reconfigurable model known as Automatic Switched 
Optical Network (ASON) is under development [8], [9]. Its 
main feature is the ability to accommodate on-line connections 
request issued to the network operating system, which is 
responsible of the activation of new lightpaths in real time. 
The ASON architecture also supports creating dynamic server 
layer connectivity in response to a demand for new topology 
from a client layer. 

In the ASON model, the new technology OBS is designed 
to achieve a balance between optical circuit switching and 
optical packet switching. In an optical burst-switched 
network, a data burst consisting of multiple IP packets is 
switched through the network all-optically. A control packet is 
transmitted ahead of the burst in order to configure the 
switches along the burst’s route. An offset time allows for the 
control packet to be processed and the switch to be set up 
before the burst arrives at the intermediate node; thus, no 
electronic or optical buffering is necessary at the intermediate 
nodes while the control packet is being processed. The control 
packet may also specify the duration of the burst in order to let 

the node know when it may reconfigure its switch for the next 
arriving burst. 

In this work, our focus will be on topology routing strategy 
to accomplish the static and dynamic traffic. We use the OBS 
strategy to solve the dynamic traffic. Our objective is to 
evaluate the impact, in terms of blocking probability, of each 
static VTD/RWA planning by heuristic on the burst requests 
from the dynamic future traffic. 

B. Contributions of this work 

We will be present one new heuristic (called AMLDA) with 
previous study for designing virtual topology in optical 
networks. We will be show also which the AMLDA is proved 
to be more appropriated to compose a loose topology for OBS 
networks. 

C. Outline 

The rest of the paper is organized as follows. In Section 2, 
we show a precise definition for the Virtual Topology Design 
(VTD) of optical networks. Section 3 explains classical 
heuristic for the VTD and a new AMLDA heuristic. Section 4 
describes the concept of loose topology. Section 5 describes 
the tool used and shows the application for a hypothetical 
Brazilian network. Finally, Section 6 presents our conclusions. 

II. VIRTUAL TOPOLOGY DESIGN 

A physical topology is a graph representing the physical 
interconnection of the wavelength routing nodes by means of 
fiber-optic cables. On the other hand, the set of all 
unidirectional lightpaths (called bij´s) set up among the access 
nodes is the virtual topology. Fig. 1 shows a possible virtual 
interconnection. For example, there is an edge in the virtual 
topology between node C and node D when the data or 
packets from node C to node D traverse the optical network in 
the optical domain only, i.e., undergo no electronic conversion 
in the intermediate wavelength routing nodes. Edges in a 
virtual topology are called virtual links. 

 

 

Figure 1.  Physical and Virtual Topology. 
 

A. Objective Functions in Virtual Topology Design 

Different performance measures may be optimized in the 
design of the virtual topology design and the virtual topology 
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is a solution to an Integer Linear Program (ILP) [11], [12]. 
The following is an enumeration of the some performance 
measures that form the objective functions for the ILP. 

 Traffic congestion on a lightpath is an important 
parameter as the processing required is 
proportional to the traffic flowing through a 
lightpath. Congestion is defined as the maximum 
traffic that any lightpath in the network carrying. 
Thus minimizing traffic congestion, the maximum 
flow (congestion) in a lightpath, may be used as a 
criterion. This is the objective function in [15]. 

 The total average hop distance on the virtual 
topology for lightapths between any 
sourcedestination pair corresponds to the number 
of the electro optic conversions for the traffic and 
is a measure of the delay and also measure of the 
resources that will be required at the electronic 
optical bottleneck. This is objective used in [11]. 

 Minimizing the number of used wavelengths: see 
[12]. It is usually assumed in that case that all 
connections can be established given the available 
wavelengths and the objective is to use the 
smallest number of them. 

 The maximum number of lightpaths on any physical 
link is a measure of the expandability of the virtual 
topology and minimizing it could also be used as 
an objective in the Integer Linear Program. 

 Alternatively, if we try to maximize connection in a 
given session or traffic matrix, for a fixed set of 
wavelengths, it is called Max-RWA problem. The 
formulation that solves this problem should 
maximize the number of lightpaths established 
using the minimum number of wavelengths [14]. 

B. Why we need use heuristics? 

The virtual topology problem is computationally 
intractable. It becomes almost impractical to solve when the 
network size becomes larger. Therefore, there is a need for 
heuristic solutions that give reasonably good results close to 
the optimum one. In next section we describe some of the 
classical heuristic algorithms available in the literature and 
propose a new heuristic that is oriented to maximize the open 
capacity of the network for a future dynamic traffic. 

III. HEURISTICS FOR VIRTUAL TOPOLOGY DESIGN 

A. Classical Heuristics 

In this paper we assume that the physical topology is 
already given and that a static traffic matrix representing long-
term average flows between end nodes is also given. We 
decided to start with a somewhat arbitrary approach for the 
dimensioning of the resources allocated to the static demand, 
assigning a fixed number of ports per node for this purpose. 
The number of ports indicates the maximum number of 
lightpaths originating or terminating in a node. In this scheme, 
static and dynamic demands use different ports, but share the 

wavelengths. Three different algorithms were used to solve 
the static VTD/RWA problem [15]: 

1) HLDA: The Heuristic Topology Design Algorithm idea 
is that routing most of the traffic in one hop may lower the 
congestion. For this purpose, this heuristic tries to place 
logical links between nodes in order of descending traffic. The 
HLDA does not take delay constraints into account when 
designing the logical topology. 

2) MLDA: We next consider another heuristic, which we 
call MLDA (for minimum-delay logical design algorithm) 
which is only defined if the number of transmitters/receivers is 
larger than the degree the physical topology. If this case, the 
MLDA creates a pair of directed logical edges for each 
physical edge and the remaining edges are added according to 
the HLDA. Thus the logical topologies created by the MLDA 
are capable of routing all flows on the shortest physical path 
between every pair of nodes and therefore, capable of 
satisfying the tightest delay constraints that are physically 
realizable; hence the term “minimum-delay”.  

3) RLDA: The Random Logical Design Algorithm places 
logical edges randomly but respecting the limited number of 
ports per node restriction. The algorithm is utilized for a 
comparison purpose. 

B. The proposed AMLDA algorithm 

The classical heuristics present above are not addressed the 
problem with taking resource utilization into account. So we 
presented the Adaptative Minimum-Delay Logical Design 
Algorithm (AMLDA): 

Step 0: Analyze the network under dynamic traffic load (in 
terms of burst blocking probability) and compute the number 
maximum of wavelengths usage in each physical link. If there 
are remaining wavelengths in the link(s), therefore there are 
also remaining open capacity in this/theses link(s). So, the 
Step 0 is our previous study. 

Step 1: To create a pair of directed logical edges for each 
physical edge (same MLDA). The number of 
transmitters/receivers needs to be larger than the nodal degree 
of the physical topology. 

Step 2: To make a list of all possible pairs source-
destination of network under study in increasing routes 
(excluding the ones that had been established in the Step 1). 

Step 3: Exam the list of Step 2 and to try the allocation of 
the source-destination pairs of the list in the remaining open 
capacity of the Step 0. 

Step 4: Add remaining logical edges according to the 
HLDA. 

Thus the logical topologies created by the AMLDA are 
capable of routing all flows on the shortest physical path and 
permits the utilization of links with provably future open 
capacity. 

The key point is the following: If there are links that will 
not be used for the dynamic traffic (future) is reasonable the 
assignment of static traffic (current) for theses links. This will 
help satisfy many of future requests. 
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IV. DYNAMIC RWA AND LOOSE TOPOLOGY 

Over the last years, several switching techniques have been 
proposed in literature for supporting dynamic traffic over 
WDM based optical network. Recently, a substantial amount 
of research addressing the logical topology design problem in 
wavelengthrouted networks was considered by Data et. al., [5] 
and Ghose et al. [6] and [18]. Although, the same problem has 
received little attention in the context of optical burst 
switching. The wavelength-routed network does not use 
statistical sharing of resources and therefore provide low 
bandwidth utilization if the dynamic traffic to be supported is 
bursty. 

Although all the complexity of the virtual topology design, 
it only serves to get the best static solution. For the case of 
dynamic traffic is need set up for each connection request as it 
arrives, and the lightpath is released after some finite amount 
of time. It is need in function of the intermittent nature of the 
proper traffic self-similar generated for the Internet. This new 
context generates complex models still more, generally 
boarded through heuristics algorithms. In this paper, we 
attempted to fill this gap by presenting a logical topology 
design problem in the context of optical burst switching. 

The loose virtual topology considered in this paper is 
constructed using the static VTD/RWA heuristic with all 
available wavelengths. Wavelengths not assigned during the 
heuristic are adaptively used for conveying burst requests 
from dynamic traffic demands. 

The network load corresponding to the dynamic traffic 
demand is given by λ / μ Erlang. The burst requests arrive to 
the network following a Poisson process with rate λ. The burst 
length is exponentially distributed with an average 1 / μ. 

In our studies, we consider an optical network topology 
with, at least, capacity to accommodate all the static traffic 
demand. Remaining capacity will be utilized to attempt 
accommodate the dynamic traffic. 

V. NETWORK SETUP AND SIMULATION MODE 

A 12-node Brazilian hypothetical network of Fig. 2b was 
considered. Each node corresponds to one of 12 States in 
Brazil, chosen for their economic regional importance 
(www.ibge.gov.br, 2006, [7]). A plausive mesh was assumed 
for the physical links. All links are bi-directional and each has 
W wavelengths in both directions. The distances among nodes 
were based on the geographical positions of the State capitals. 
A traffic matrix, corresponding to the static traffic demands, is 
generated with values uniformly distributed in the range [0,1], 
fig. 2a. 

Each topology node is an OBS switch which employs JIT 
reservation scheme [17]. The propagation delay on the fiber is 
5μs/Km. Setup message processing delay was fixed to 50μs, 
and the switching time was fixed to 10ms. These parameters 
are essential to configure the OBS network [16]. The offered 
load to the network is fixed in 10 Erlangs, with λ = 200 and 1 
/ μ = 0.05. 

We use the random wavelength assignment algorithm to 

select a free wavelength for nodes transmit their bursts. The 
route for each node pair is defined by a shortest path 
algorithm. 

 

 
Figure 2  a) Matrix traffic for Brazilian Network.  b) Hypotetical Brazilian 
network. 

 

Simulations for the Brazilian hypothetical topology were 
carried out with W increasing from 16 to 64 wavelengths. For 
each simulation, 10 replications with different seeds of 
random variable were made, and for each replication, 200,000 
burst requests were generated. All results also show the 
confidence intervals calculated with 95% confidence level. 
Simulations were carried out using OB2S – Optical Burst 
Switching Simulator, a simulation tool developed for this 
work (see figure 3) [24].  

OB2S is a simulation tool for Optical Burst Switching 
algorithms  technique in all optical networks. This tool can to 
simulate algorithms, to limit transmitters and receivers per 
node and simulate some of main path protection technique, 
using generic topology. Is possible get important metrics with 
blocking probability, network utilization, average cost of 
attend requests and average cost of blocking requests. 

 

 

Figure 3. Tool developed for the simulations 
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A. Numerical Results 

In this subsection we compare the impact of HLDA, 
MLDA, RLDA and AMLDA schemes on the dynamic traffic 
in terms of burst blocking probability. In addition, we use 
different numbers of available wavelengths and available 
ports per node for the static VTD/RWA heuristics. The idea is 
to evaluate the impact of these two parameters on the loose 
topology performance. Figures 4 and 5 plots the burst 
blocking probability of the network using HLDA, RLDA 
MLDA and AMLDA static VTD/RWA heuristic. The 
measurement is done just over the dynamic traffic, otherwise 
the resources to accommodate the static traffic is previously 
allocated. The number W of wavelengths varies from 16 to 64, 
for the two scenarios and we do not consider wavelength 
conversion. 
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Figure  4. Network performance with 5 ports available per node. 
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Figure 5. Network performance with 7 ports available per node. 

 
The number of available ports per node for the static traffic 

is 5 and 7. Therefore, all static VTD/RWA heuristics will 
work with a maximum of 5 or 7 lightpaths originating or 
terminating in a node, respectively for each scenario. The 
remaining capacity of the network is utilized for the dynamic 
traffic. Note, that for the MLDA e AMLDA heuristics are 
needs 5 or more ports, because the number of ports needs to 
be larger than the nodal degree of the physical topology 

(degree 5 for nodes 4 and 12, recall the fig.2b). 
The lower bound is the simulation only with dynamic 

traffic, because this is the optimal value for resources 
utilization of dynamic demand. Therefore, no resource would 
be used by the static demand. 

In all results we observe a better network performance 
when the AMLDA heuristic is used to support the static 
traffic. Results of HLDA, MLDA and RLDA were very 
similar for 16 available wavelengths in the network. However, 
if we increase the number of available wavelengths in the 
network, MLDA heuristic achieves a better performance than 
HLDA and RLDA. AMLDA provides a reasonable 
compromise between using short hop paths as well as placing 
direct logical edge for those source destination pairs with a lot 
of traffic between them. Thus, with AMLDA is possible to 
accomplish the static demand allocating fewer resources than 
MLDA, HLDA and RLDA. The higher available resources 
provided by AMLDA allow a higher dynamic traffic to be 
established. However, the key point to AMLDA get better 
resulted is the accomplishment of the previous study (Step 0). 

VI. CONCLUSIONS 

We presented one new algorithm with previous study for 
designing virtual topology in optical networks. Traditional 
approaches to the assignment of network resources to static 
traffic demands tend to maximize the use of the available 
resources in order to optimize some objective function. 
However, for a loose topology with static and dynamic traffic 
demands sharing the same physical resources, the static 
VTD/RWA heuristic must economize the use of available 
resources and, at the same time, guarantee that the objective 
functions will be accomplished. 

Amongst the alternatives studied in this paper, AMLDA 
proved to be more appropriated to compose a loose topology 
for OBS networks. 

Perhaps using some heuristic routing algorithm resembling 
the ideas behind the proposed previous study will result in 
more good solution with a manageable computational effort. 
This is a subject for further study. 
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