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Abstract—Radio over Fiber systems blend the effi-
ciency of fiber optic transmission with the flexibility
of wireless communications but face significant chal-
lenges due to inherent nonlinearities in optical signal
transmission. This paper proposes a hybrid training
technique using simulated and real data to train
machine learning models deployed for linearization,
aiming to enhance performance and reliability. The
proposal involves pre-training the model with a large
synthetic dataset and fine-tuning it with real data
collected from experiments. This method leverages
synthetic data to establish initial weights, refined
using real-world data to capture practical complex-
ities. Results show that the hybrid training technique
significantly outperforms models trained solely on
synthetic data, with nearly a twofold improvement
in performance as evidenced by lower Mean Squared
Error (MSE) and Mean Absolute Error (MAE) values.
Compared to models trained exclusively on real data,
the hybrid method achieves comparable performance,
proving effective in scenarios where real data is scarce
or hard to obtain.

Index Terms—5G, Machine Learning, Radio-over-
Fiber, Linearization, Hybrid Training

I. INTRODUCTION

The evolution of communication systems is driven
by the growing demand for fast and efficient data
transmission in personal and business contexts. Fifth
Generation of Mobile Communications (5G) tech-
nology stands at the forefront, offering wideband,
low latency, and support for applications such as
Internet of Things (IoT), autonomous vehicles, and
real-time industrial process control [1]. However,
enhanced communication in remote areas (Enhanced

Remote Area Communications (eRAC)) remains a
critical challenge [2]. Projects like 5G-RANGE and
5G Rural First leverage technologies such as TV
White Space (TVWS) to deliver high-quality con-
nectivity to hard-to-reach regions [3]. Constant ad-
vancements in telecommunications require efficient
solutions for managing signals in optical communi-
cation systems, such as fiber-wireless (FiWi). These
systems combine the efficiency of Radio-over-Fiber
(RoF) with the flexibility of wireless communica-
tions but face significant challenges due to non-
linearities in optical signal transmission. Overcom-
ing these nonlinearities is essential to improve the
quality and capacity of transmission, making RoF
systems viable for future high-speed, low-latency
networks.

Integrating radio with optical communication sys-
tems presents a promising solution for eRAC de-
mands. By merging the flexibility of wireless net-
works with RoF high capacity, it is possible ex-
tending the reach of 5G signals and ensure high-
quality communication in remote areas. However,
using analog RoF systems in long-distance and
high-power scenarios, face linearity challenges. Ad-
vanced signal processing techniques, including the
use of machine learning models, such as Artificial
Neural Network (ANN), are crucial to overcome
these obstacles and improve RoF system efficiency
[4]–[6].

Artificial Neural Networks (ANNs) are statistical
models composed of artificial neurons organized
in layers. These models have been widely used
for regression, classification, and forecasting tasks.979-8-3503-8817-6/24/$31.00 ©2024 IEEE



Previous works have demonstrated that ANNs can
equalize signals [5], [6]. The shape of the dynamic
equalizer is built based on previous data used to train
the model. However, linearization process heavily
relies on data quality and variability. Ensuring high-
quality data can be challenging, especially with
complex and specific signals, such as the RoF
signals. Former solutions based on ANN deployed
data acquired on simulations, which can be used to
validate proposals but do not represent some real-
world aspects of the RoF signals. On the other hand,
real data are often scarce or difficult to measure. It
is challenging since ANN models need considerable
data to correctly train the model.

This paper proposes a technique that utilizes sim-
ulated and real data to train a linearization system
to enhance the overall performance and reliability of
RoF systems. Besides, applying Machine Learning
(ML) techniques to RoF signals can be problematic
as models are typically trained on specific databases
and lose generalization capacity when system con-
ditions change. One technique to address this issue
is transfer learning, as demonstrated by [7]. In this
work, we explore a similar approach, using a large
synthetic database for pre-training and a smaller real
database for fine-tuning the model.

II. PROPOSAL

In our proposal, we first pre-train the model using
the synthetic dataset for a pre-determined number
of epochs. This initial step is crucial as it allows
the model to familiarize itself with a large volume
of data, albeit synthetic, which helps establish the
foundational weights for the model. These weights
serve as a starting point for further refinement. By
exposing the model to synthetic data, we ensure that
it has a broad understanding of the general patterns
and characteristics of the signals it will later process
more accurately using real-world data. This step
leverages the abundance of synthetic data, which is
often easier to generate and manipulate, providing a
comprehensive initial learning phase for the model.

After the pre-training phase, we fine-tune the
model using the real training dataset. This fine-
tuning is essential because real-world data often
contains nuances and complexities that synthetic
data cannot fully replicate. We can adjust the
weights and biases more precisely to reflect actual

operating conditions by training the model on real
data. This step significantly improves the model’s
performance and accuracy, making it more robust
and reliable in practical applications. Combining
synthetic pre-training followed by real-data fine-
tuning ensures that the model is well-generalized
and effectively tuned to handle real-world scenarios.

III. METHODOLOGY

This section presents the methodology deployed
in this paper. First, we briefly describe the database
used to train the model. After, we describe the
mechanisms proposed for training ANN models
using synthetic and real-world data.

A. Database

We used two types of datasets to train the lin-
earization systems. First, we generated 29,491 ex-
amples of Orthogonal Frequency Division Multi-
plexing (OFDM) signals for the synthetic database,
each with a non-linearity degree of 5, 2048 sub-
carriers, and an Signal-to-Noise Ratio (SNR) of
50dB, used for training. We also used real data
available from [8], which provides both transmitted
and received waveforms from the RoF system. Fig.1
shows a photography of the analog RoF setup used
for generating the real dataset. A tunable laser
produces a 10-dBm optical carrier at 1550.12 nm.
This carrier is applied to the Mach-Zehnder Modu-
lator (MZM) (model FTM7920FBA from Fujitsu),
which modulates the optical carrier with the Radio
Frequency (RF) signal, centered at 707 MHz. A
polarization controller (PC) is employed to adjust
the polarization of the light before it enters the
MZM. The RF signal is generated by an software-
defined radio (SDR)-based 5G transceiver (Univer-
sal Software Radio Peripheral (USRP) 2954R). The
MZM is biased to its quadrature point by using a
DC power supply.

The signals vary in bandwidth from 3, 6, 12, to
24 MHz, and the RF transmission power ranges
from 0 to 11 dBm. The real data is split into
training/validation and hold-out test sets based on
RF transmission power, with powers 0 to 5 and 8 to
10 for training/validation and the rest for the blind
test. We evaluate the performance of these models
using two metrics: Mean Squared Error (MSE) and
Mean Absolute Error (MAE).
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Fig. 1. The proposed setup to generate the dataset.

B. Hybrid Training

The hybrid training process begins with an initial
pre-training phase where the model is exposed to a
synthetic dataset for 10 epochs. This step is crucial
as it allows the model to learn general patterns and
establish robust initial weights from a large volume
of synthetic data. Once the model has grasped these
general patterns, we move to the fine-tuning phase,
where the model is trained with real data. This fine-
tuning is essential for the model to learn the specific
and intricate patterns unique to real-world data. By
incorporating real data, the model adjusts and refines
its weights to better handle the complexities and nu-
ances found in practical applications. This two-step
training process ensures that the model leverages the
advantages of both synthetic and real data, resulting
in improved performance and reliability.

We conducted a grid search to further optimize
our linearization scheme model architecture. We
experimented with three key hyperparameters: the
number of hidden layers, neurons per layer, and the
activation function. Specifically, we tested hidden
layers ranging from 1 to 3, varied the neurons per
layer among 16, 32, 64, 128, and 512, and included
activation functions such as sigmoid, tanh, and relu.
This comprehensive search covered 1269 differ-
ent model configurations. This enable to identify
the most effective architecture for our linearization
scheme, which is shown in Table I.

IV. RESULTS

In this section, we present the results of our ex-
periments and compare the proposed hybrid training
strategy with three other approaches. The compar-
ison includes a model trained exclusively on syn-
thetic data, a state-of-the-art RoF signal linearization

TABLE I
BEST MODEL SUMMARY

Layer (type) Output Shape Param #
input (InputLayer) (None, 2) 0
dense (Dense) (None, 64) 192
dense (Dense) (None, 16) 1040
dense (Dense) (None, 64) 1088
dense (Dense) (None, 2) 130
Total params: 2450 (9.57 KB)
Trainable params: 2450 (9.57 KB)
Non-trainable params: 0 (0.00 Byte)

scheme [5] (Baseline), the same model topology
trained with real data, and our proposed hybrid
training, which fine-tunes the synthetic model using
a standard technique.

Table II shows the MSE values for all approaches,
while Table III presents the MAE values. Our pro-
posed ANN model, which employs a hybrid training
technique incorporating both synthetic and real data,
outperformed the baseline approach by nearly a fac-
tor of two. The Baseline model, trained only on syn-
thetic data, exhibited higher error values, indicating
that while synthetic data is useful for initial training,
it lacks the complexity and variability of real-world
data. This limitation affects the generalization of the
model when real-world scenarios is considered.

The model trained exclusively on real data
showed better performance than the Baseline, under-
scoring the importance of real-world data in achiev-
ing higher accuracy. However, acquiring sufficient
real data can be challenging and resource-intensive.
Our proposed method, which involves pre-training
the model on synthetic data followed by fine-tuning
with real data, demonstrated improved performance
over the Baseline but did not surpass the model
trained exclusively on real data.

By combining the strengths of both synthetic and
real data, our comprehensive hybrid training process
bridges the gap between synthetic and real-world
data. This method results in a robust and reliable
model for RoF signal linearization, achieving supe-
rior performance with lower MSE and MAE val-
ues. This approach effectively enhances the model’s
ability to generalize and perform well in practical
applications.



TABLE II
MSE RESULTS FOR DIFFERENT MODELS

Models Avg Std Max Min
Baseline 2.88× 10−2 3.03× 10−2 9.61× 10−2 6.51× 10−3

Only Real Data 1.24× 10−2 1.08× 10−2 3.61× 10−2 2.17× 10−3

Proposed Method 1.24× 10−2 9.51× 10−3 3.33× 10−2 3.21× 10−3

TABLE III
MAE RESULTS FOR DIFFERENT MODELS

Models Avg Std Max Min
Baseline 1.22× 10−1 6.36× 10−2 2.51× 10−1 6.33× 10−2

Only Real Data 8.00× 10−2 3.82× 10−2 1.52× 10−1 3.55× 10−2

Proposed Method 8.11× 10−2 3.79× 10−2 1.50× 10−1 3.52× 10−2

V. DISCUSSION

The results indicate that the model with transfer
learning outperformed the model trained solely on
synthetic data, with a significance level greater than
0.05. It demonstrates that incorporating real data
into the training process, even after an extensive
pre-training phase with synthetic data, substantially
improves the model’s ability to generalize and adapt
to real-world conditions. It is particularly notewor-
thy because synthetic data, while useful for initial
training, often needs more complexity and vari-
ability found in real-world data. Thus, the transfer
learning approach helps bridge this gap by refining
the model with actual data, making it more accurate
and reliable.

However, it is essential to note that these transfer
learning models do not show a significant perfor-
mance advantage over models trained exclusively
on real data, with the significance level remaining at
0.05. It suggests that while transfer learning offers
benefits when real data is limited or difficult to ob-
tain, it may not necessarily surpass the effectiveness
of a model trained entirely on real data. Despite
this, the utility of transfer learning remains evident,
particularly when acquiring a large volume of high-
quality real data is challenging or impractical. By
leveraging synthetic data for initial training and fine-
tuning with available real data, transfer learning
provides a viable solution for improving model
performance.

VI. CONCLUSIONS

We conclude that the fine-tuning technique, which
initially uses synthetic data for pre-training followed
by training with real data collected from exper-
iments, yields better results than models trained

solely with synthetic data. This hybrid approach
leverages the extensive availability of synthetic data
to establish a robust initial model. The subsequent
fine-tuning with real data allows the model to adjust
to real-world complexities and nuances, enhancing
its accuracy and performance. Our results demon-
strate that this method significantly outperforms
models trained exclusively on synthetic data without
showing significant degradation compared to models
trained entirely on real data. The hybrid training
technique is particularly advantageous when acquir-
ing high-quality real RoF signal data is challenging
or impractical. By combining the strengths of both
synthetic and real data, this approach provides a
practical and efficient solution for developing high-
performance models. It ensures the model can gener-
alize well to real-world conditions while presenting
a resource-efficiency. Future research could explore
further optimization of this hybrid training pro-
cess, including using more sophisticated synthetic
data generation techniques and advanced fine-tuning
strategies to continue improving the performance
and reliability of RoF systems.
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